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ABSTRACT 

This paper describes the development of a scalable process 

for people and machines working together to identify 

sections of text that reflect specific human values. A total of 

2,005 sentences from 28 prepared testimonies presented 

before hearings on Net neutrality were manually annotated 

for one or more of ten human values using an annotation 

frame based on experience annotating similar content using 

the Schwartz Values Inventory. Moderately good 

agreement suggests that meaningful distinctions can often 

be drawn by human annotators. Several k-Nearest-Neighbor 

classifiers were compared in this preliminary study, 

yielding results that appear promising and that clearly point 

to productive directions for future work. 
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INTRODUCTION 

When we want to know what people are thinking, we can 

ask them (which is the basis for survey research), or we can 

look at what they say and write (broadly, “content 

analysis”). The explosive growth of Internet-accessible 

user-generated content has the potential to shift the balance 

between those complementary approaches towards 

progressively greater use of content analysis (Cheng et al., 

2008). In particular, content analysis permits longitudinal 

analysis that is unmatched by other research techniques 

(Morris, 1994). For example, Cheng et al. (2010) identified 

relationships between sentiment toward Net neutrality and 

human values (beliefs pertaining to desirable end states or 

modes of conduct that transcend specific situations), and 

detected changes in those values between presentations to 

different audiences at different times. Extending that sort of 

analysis to far larger settings (e.g., discussion of the 

adoption of specific technologies in the trade press over 

multiple time scales) requires that content analysis be 

extended to larger text collections than manual annotation 

alone could possibly accommodate. Fleischmann et al. 

(2009) therefore proposed developing tools that allow 

human annotators and automated classification techniques 

to work together to identify the expression of human values 

in large collections. Humans and machines bring 

complementary strengths to this task: machines are less 

adept at classifying novel phenomena, but human 

annotation exhibits substantial variation (e.g., due to 

differing conceptualizations of the task over time, or due to 

fatigue). Our ultimate goal is therefore to develop a human-

machine system that can consistently perform accurate 

annotation at a scale far greater than would be possible 

through human effort alone.  

Our narrower goal in this paper is to begin to investigate the 

quantity vs. quality tradeoff that results from using a limited 

amount of human annotation effort to enable automatic 

annotation of additional content. Although our ultimate goal 

is to annotate texts from a broad range of sources, including 

news, blogs, and transcribed speech, we focus here on 

classification of content from a single source based on 

learning from annotations made by a single human 

annotator. We have, therefore, created a “test collection” in 

which sentences have been annotated with human values. In 

the next section, we briefly review related work on use of 

automatic classification in social science research. We then 

introduce our test collection (which we are happy to share), 

describe the classifiers that we have tried, and present 

evaluation results. We conclude with thoughts on next steps. 

RELATED WORK 

Although the use of machine learning for text classification 

has been well studied by computational linguistics and 

information retrieval researchers, there has to date not been 

a great deal of uptake of these techniques in the social 

sciences. Notably, Scott & Smith (2005) used Leximancer 

to automate the annotation of newspaper articles based on 

hand annotation of some short segments. As in 

computational linguistics, variants of item-level accuracy 

are the most often reported intrinsic measures of classifier 

accuracy, but Hopkins & King (2007) developed measures 

based on measured bias in aggregate results for an opinion 

analysis system that they applied to create aggregate data 

on opinions expressed in blogs about presidential 

candidates. Some computational linguistics research has 

focused on annotating sentiment as a form of subjectivity 

(e.g., Wiebe, Wilson, & Cardie, 2005). Pang and Lee 

(2008) extended the range of subjectivity in language to 
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values, or “what a person or group of people consider 

important in life” (Friedman et al., 2006). 

TEST COLLECTION 

We have built a test collection from 28 written statements 

prepared in advance by witnesses invited to testify before 

“Net neutrality” hearings held by the U.S. Senate 

Committee on Commerce, Science, and Transportation on 

February 7, 2006 (U.S. Senate, 2006), and by the Federal 

Communications Commission (FCC) on April 17, 2008 

(FCC, 2008). Initially, we tried using the Schwartz (1992) 

Value Inventory (SVI), which forms the basis for a widely 

used survey instrument, as an annotation frame (Cheng et 

al., 2010). The SVI’s 56 categories proved too fine-grained 

for our analysis, and using the higher-level categories 

provided by the SVI’s three-level ontology did not 

substantially improve inter-annotator agreement. We 

therefore developed a specialized annotation frame, one 

informed by the SVI, which contains 10 categories: 

Effectiveness, Human Welfare, Importance, Independence, 

Innovation, Law and Order, Nature, Personal Welfare, 

Power, and Wealth. To simplify automatic classification 

and calculation of inter-annotator agreement, we chose to 

annotate sentences rather than arbitrary passages. A 

sentence might reflect one or more values, or it might 

reflect no values. Human annotators view sentences in 

context, while (for now) our automated classifiers do not.  

The principal annotator (the fourth author of this paper) 

manually annotated all 2,294 sentences in the 28 documents. 

Table 1 shows some examples. This yielded a total of 3,403 

category annotations over 1,783 sentences that were 

annotated with at least one category; the 511 sentences with 

no assigned categories were removed. The number of 

annotations per sentence in the resulting corpus ranges from 

1 to 7, with a median of 2 and a mean of 1.91. The average 

sentence length is 24.5 words. We selected 4 documents for 

annotation by four additional annotators (including the third 

and fifth authors of this paper). There are a number of cases 

in which one annotator annotated no values for a sentence 

while the other annotator annotated one or more values. 

There are, of course, also cases in which both annotators 

annotated different values. These differences in annotation 

may be due to differences in interpretation, or to simple 

errors. As Artstein & Poesio (2008) recommend, we use 

multiple- π  (computed on binary agreement for each 

category and then macro-averaged over categories) for 

characterizing the chance-corrected agreement between 

multiple annotators: 
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where i is the number of items (i.e., the number of 

sentences), c is the number of annotators, and    is the total 

assignments for category k (i.e., yes or no). For our five 

annotators and the full set of 2,294 sentences, multiple-π is 

0.306, which corresponds to “fair” agreement according to 

Landis & Koch (1977), and which is well below what is 

normally considered satisfactory for training and evaluating 

automated systems in computational linguistics. As 

presently formulated, this is a difficult task for humans. We 

are, therefore, now developing more carefully specified 

annotation guidelines. For the remainder of this paper we 

use the principal annotator’s annotations as ground truth. 

MULTI-LABEL CLASSIFICATION 

Multi-label classification raises two principal challenges: 

(1) how should multiple labels be used during training?, and 

(2) how many labels should a classifier assign? Tsoumakas 

and Katakis (2007) suggest five methods for selecting 

training instances when multiple labels are present. We 

tried two: (Train 1) replicating each sentence that has more 

than one label and assigning a unique label to each 

replication, and (Train 2) selecting only the most selective 

label (in our case, the label with the lowest frequency in the 

training set) for each training sentence. This distinction 

affects only training; in both cases, the machine’s task is to 

assign the right set of labels to each sentence in the 

evaluation set. We had tried two other methods from 

Tsoumakas and Katakis (2007) previously with 

disappointing results (on the SVI category set): creating an 

aggregate for each label combination in the training set, or 

limiting the training set to sentences with a single label. 

We used k-Nearest-Neighbor (kNN) classifiers (with k=1, 3, 

5, 10, 15, …, 40) from the University of Waikato’s Weka 

toolkit. Preliminary experiments showed that stemming to 

Labels Sentence 

Effectiveness, 

Independence 

Its open nature has enabled those with 
unique interests and needs to meet and form 
virtual communities like no tool before it. 

Human Welfare, 

Independence, 

Power, Wealth 

It has also empowered consumers as 
citizens and as entrepreneurs. 

Effectiveness, 

Innovation 

Consumers are increasingly creative in the 
way that they use these new technologies - 
nowhere more so than here in Silicon Valley. 

Table 1. Examples of values annotation. 

 



be helpful so we used the Snowball implementation of the 

Porter stemmer. Terms occurring four or fewer times in the 

entire collection were removed. We tried two ways of 

weighting the k examples: equal-weighted (voting) and 

inverse-distance weighted (w=1/distance). In the tables 

below, we refer to these as “vote” and “iw.” Weka’s kNN 

classifiers rank candidate labels. We used two methods for 

deciding how many labels to select: Oracle and Threshold. 

For the (unfair) Oracle condition, we assigned the same 

number of labels as in the evaluation data, thus producing 

an approximate upper bound on the accuracy of our 

classifier. If sentence s has i labels in the ground truth, we 

simply select Weka’s i most probable labels. In case of ties, 

all labels with the same classifier-assigned score are chosen.  

For the Threshold condition, we learned a threshold on the 

score assigned by the kNN classifier. To set this threshold, 

we divided the test collection into three sets; 80% for 

training the kNN classifier (the “training set”), 10% for 

learning the threshold (the “devtest” set), and the remaining 

10% for evaluation (the “evaluation” set). We set the 

threshold using the following steps; 1) learn a classifier 

using the training set, 2) automatically assign label 

probabilities to each devtest sentence, 3) select the 

threshold to optimize F on devtest, 4) automatically assign 

label scores to each sentence in the evaluation set, and then 

5) select all labels with a score higher than the threshold. 

We repeat both (Oracle and Threshold) with 10 disjoint 

evaluation sets, reporting 10-fold cross-validation results. 

Results 

We are interested in both false negatives and false positives, 

so we elected to compare the performance of each method 

by first computing macro-averaged precision (number of 

correctly assigned categories over number of assigned 

categories) and recall (number of correctly assigned 

categories over number of human-annotated categories) and 

then computing the balanced F measure (the harmonic 

mean of precision and recall). Table 2 shows the macro-

averaged F for automatic classification by Train 1 and Train 

2 on the Oracle condition; Train 1 does slightly better than 

Train 2. “Threshold” is the macro-averaged F for 

classification using a score threshold to select the number 

of categories to be assigned. For these experiments, we 

swept the threshold between 0.01 and 0.25 in increments of 

0.01 separately for each fold and selected the threshold that 

yielded the best F on the devtest set for that fold. The best 

macro-averaged F is 0.48 (for k=25, vote). This result is 

quite close to the best comparable result for the Oracle 

condition (0.45 for k=25, vote). We therefore conclude that 

our simple threshold selection method is reasonably 

effective. The results are relatively insensitive to k, and 

both weighting schemes yield similar results.  

 

ANOTHER LOOK AT HUMAN-SYSTEM AGREEMENT 

Although F is a widely reported measure for classifier 

accuracy, it is rather opaque as an absolute measure; the 

better use of F is as a basis for comparing alternative 

classification techniques. Our ultimate goal suggests a 

natural comparison: what F would another human 

performing the same task achieve? The results in Table 2 

suffer from two artificialities that are useful during 

development, but would make such a comparison less 

informative: (1) they focus only on sentences to which at 

least one label was assigned in the ground truth, and (2) the 

cross-validation was performed without regard to which 

document a sentence came from (since our system presently 

takes no advantage of any context beyond the sentence).  

In order to establish comparable conditions, we selected the 

same four prepared statements that were annotated by the 

four additional human annotators; this yields 227 sentences 

in the evaluation set, including sentences with no assigned 

values. As before, we use the principal annotator’s 

annotations as ground truth, and we compute F for our 

system and for each other assessor (again, computing F on 

binary agreement for each category and then macro-

averaging over categories). For the classification system, 

the remaining 24 testimonies constitute the training data. 

For training, we use only sentences with at least one 

annotated value, and we use the same threshold learned in 

the cross-validation experiment. For the results in Table 2 

we had always selected at least one value, but here we 

would allow the threshold to exclude all categories.  

Table 3 shows the macro-averaged F for each annotator 

(numbered 2 … 5) and our best kNN threshold classifier 

from the earlier experiments (k=25, vote). Clearly there is 

considerable room for improvement, with the best human 

annotators achieving F values more than twice as high as 

our present system. Our preliminary analysis points to 

problems resulting from the use of a single threshold. As 

Table 4 shows, our automated system is overly sensitive, as 

the system assigned at least one label to every sentence.  

 Oracle Oracle Threshold 

 Train 1 Train 2 Train 1 

k vote iw vote iw vote iw 

15 0.46 0.46 0.43 0.43 0.43 0.44 

20 0.48 0.48 0.45 0.44 0.44 0.44 

25 0.48 0.47 0.46 0.45 0.45 0.45 

30 0.48 0.47 0.45 0.45 0.45 0.45 

35 0.47 0.47 0.45 0.45 0.45 0.45 

Table 2. Classification accuracy using kNN (F). 



 

NEXT STEPS 

There are several ways in which we might improve our 

classifiers. For example, we can train a first-stage classifier 

to determine when no value should be assigned. We also 

need to explore a broader range of classifiers, including a 

cohort of support vector machines and/or maximum entropy 

classifiers (e.g., one per category). We are not yet taking 

advantage of patterns of category co-occurrence in the 

training data, but we are exploring the use of language 

modeling techniques for that purpose. We can also almost 

certainly improve our feature set by exploiting broader 

context, by feature selection, or by some form of smoothing 

or dimensionality reduction. Moreover, we might also 

explore the use of non-lexical features. We have to date 

focused on intrinsic evaluation measures for individual 

decisions. Although these measures are useful during 

development, extrinsic evaluation on actual content analysis 

tasks will be important for our intended applications in 

social science research. Moreover, for future work with 

intrinsic measures we will be particularly interested in 

characterizing classifier bias, not just in measuring 

improvements in mean values. While much remains to be 

done, our results suggest that that scalable approaches that 

are sufficiently accurate for some social science 

applications may be achievable. 
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Ground
Truth 

2 3 4 5 
25-NN 
Vote 

Effectiveness 24 31 13 27 0 222 

Human Welfare 51 36 40 60 17 111 

Importance 67 48 54 54 6 196 

Independence 49 46 22 63 36 124 

Innovation 16 39 17 31 13 38 

Law and Order 24 42 15 40 19 82 

Power 49 37 28 42 7 135 

Wealth 23 65 12 25 1 212 

None 58 49 102 59 138 0 

Table 4. Number of sentences per category. 

 

Second Annotator 25-NN 
Vote 2 3 4 5 

0.64 0.66 0.70 0.39 0.31 

Table 3. Comparing human and system annotation (F) 

 


