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ABSTRACT

The electric network frequency (ENF) signal can be captured

in multimedia recordings due to electromagnetic influences

from the power grid at the time of recording. Recent work has

exploited the ENF signals for forensic applications, such as

authenticating and detecting forgery of ENF-containing mul-

timedia signals, and inferring their time and location of cre-

ation. In this paper, we explore a new potential of ENF sig-

nals for automatic synchronization of audio and video. The

ENF signal as a time-varying random process can be used as

a timing fingerprint of multimedia signals. Synchronization

of audio and video recordings can be achieved by aligning

their embedded ENF signals. We demonstrate the proposed

scheme with two applications: multi-view video synchroniza-

tion and synchronization of historical audio recordings. The

experimental results show the ENF based synchronization ap-

proach is effective, and has the potential to solve problems

that are intractable by other existing methods.

Index Terms— ENF, synchronization, audio, video, his-

torical recordings

1. INTRODUCTION

The analysis of electric network frequency (ENF) signals has

emerged in recent years as an important technique for digital

multimedia forensics. ENF is the supply frequency of power

distribution networks in a power grid. The nominal value of

the ENF is usually 60Hz (in North America) or 50Hz (in most

other parts of the world). The instantaneous value of ENF

fluctuates slightly around its nominal value due to load vari-

ations and the control mechanisms of the power grids. The

main trends in the fluctuations of the ENF have been shown

to be very similar within the same power grid. The changing

values of the ENF over time are regarded as the ENF signal.

The ENF signal can be extracted from power signals mea-

sured from a power outlet using a step-down transformer and

a simple voltage divider circuit.

Multimedia recordings created using devices plugged into

the power mains or located near power sources can pick up

ENF signals in audio due to electromagnetic interference or

acoustic vibrations [1]; and in video due to imperceptible

flickering in indoor lighting [2]. The ENF signal extracted

from audio or video recordings has been shown to exhibit a

high correlation with the ENF extracted from the power mains

measurements at the corresponding time. Several forensic ap-

plications have been proposed based on the analysis of the

ENF signal. For example, ENF signals have been successfully

used as a natural time stamp to authenticate audio recordings

[3, 1, 4]. By examining the phase continuity of the ENF sig-

nal, one can detect the region of tampering [5]. Some recent

work shows that the ENF signal can also reveal information

about the locations and regions in which certain recordings

are made [6, 7, 8].

In this paper, we explore the potential of the ENF sig-

nal from a new perspective and use it for synchronization of

multimedia signals, i.e. to temporally align audio and video

recordings. Synchronization is a fundamental problem for ap-

plications dealing with multiple pieces of multimedia signals

such as view synthesis and A/V experience reconstruction

[9]. Existing approaches to multimedia signal synchroniza-

tion, which generally extract and match audio/visual features,

may not always work well. For example, it is difficult to syn-

chronize video sequences using visual features when they do

not share sufficient common view of the scene; similar lim-

itations apply to alignment of audio recordings that have no

common acoustic or speech events.

The ENF signal is a continuous random process over

time. Multimedia recordings can therefore be synchronized

by aligning their embedded ENF signals. As this method does

not rely on the audio or visual information of the multimedia

signals, it is complementary to the conventional synchro-

nization approaches, and it may help to solve problems that

are otherwise intractable. The rest of the paper is organized

as follows. Section 2 describes the basic methodology of

the proposed idea. Then we demonstrate this approach with

two applications. Section 3 shows examples of multi-view

video synchronization using the ENF signal extracted from

soundtracks. In Section 4, the proposed method is applied to

synchronize some audio recordings of historical importance.

Section 5 concludes the paper.

2. METHODOLOGY

2.1. Extraction of the ENF Signal

The ENF signal embedded in multimedia recordings is usu-

ally present around its nominal value and the higher order har-



monics. In Fig.1 (a) and (b) of the spectrograms of an audio

signal and the power mains measurement signal recorded at

the same time, we observe a strip of time-varying energy at

120 Hz and 60 Hz, respectively, which correspond to the ENF

signals in these recordings. We can extract the ENF signal by

estimating the instantaneous peak frequency among a small

range (±∆f ) around the ENF nominal value and harmonics.

Comparisons of various frequency estimation approaches for

ENF were carried out in [8, 10]. The weighted energy method

[2] is adopted here for its robustness and low complexity. The

recording signals are divided into frames of certain length

(e.g, 8 seconds), and FFT is calculated for every frame. The

ENF signal is then estimated by:

F (n) =

∑L2

l=L1
f(n, l)|s(n, l)|

∑L2

l=L1
|s(n, l)|

, (1)

where fs and NFFT are the sampling frequency of the sig-

nal and the number of FFT points, respectively; L1 =
(fENF−∆f)NFFT

fs
and L2 = (fENF+∆f)NFFT

fs
; f(n, l) and

s(n, l) are the frequency and energy in the lth frequency

bin of the nth time frame, respectively. Fig.1 (c) and (d)

show the ENF signals estimated from the audio recording and

the concurrent power signal, and the two have very similar

fluctuation trends.

(a) Spectrogram of an audio signal at 2nd

harmonic (120 Hz).

(b) Spectrogram of the corresponding

power signal at 60 Hz.
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(c) ENF signal estimated from the audio

signal.
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(d) ENF signal estimated from the power

signal.

Fig. 1. Spectrograms and ENF estimates from audio and power

signals recorded at the same time.

2.2. Synchronization using ENF

The value of the ENF fluctuates around its nominal value due

to varying supply and loads over the power grids. The ma-

jor trends of these fluctuations are consistent at all locations

across the same grid. Previous work has exploited the prop-

erty of the ENF traces embedded in multimedia recordings for

digital forensic purposes. In this paper, we explore the utiliza-

tion of the ENF signals in multimedia recordings from a new

perspective. In viewing the ENF signal as a continuous-time

random process, its realization in each recording may serve

as a timing fingerprint. Synchronization of audio and video

recordings can therefore be performed by matching and align-

ing their embedded ENF signals. This is a very different ap-

proach to tackling the audio/video synchronization problem

from existing work, and has several advantages over conven-

tional methods. The ENF based method does not reply on

having common audio and visual contents between the multi-

ple recordings to be synchronized. Taking video synchroniza-

tion for example, the conventional approaches based on visual

cues do not work well in situations where there are arbitrary

camera motions or the view overlap is insufficient, while the

ENF based method is not affected by these adverse condi-

tions. Additionally, extracting and aligning ENF signals may

be more effective computationally than the approaches that

rely on computer vision and/or extensive learning, and thus

more (or longer) recordings could be efficiently processed. It

can also be easily generalized to synchronize multiple pieces

of recordings.

There are several requirements for the ENF based syn-

chronization approach to work. The ENF traces in the audio

and video recordings must be strong enough so that reliable

ENF signals can be estimated. The temporal overlap between

recordings to be synchronized should be sufficiently large to

ensure accurate alignment of the ENF signals. These require-

ments may not be always satisfied. In our experiments, we

find the proposed method can work well in diverse settings.

In the following sections, we demonstrate the performance

of the ENF based synchronization with audio-video files and

historical audio recordings.

3. ENF FOR VIDEO SYNCHRONIZATION

In this section, we discuss in details how the ENF traces em-

bedded in video soundtracks can be used for video synchro-

nization. After taking the soundtracks from two video record-

ings to be synchronized, we first divide each soundtrack into

overlapping frames of length Lframe seconds. The overlap

between adjacent frames is denoted as Loverlap in seconds.

So the shift from one frame to the next is Lshift = Lframe−
Loverlap. For every frame, we estimate the dominant fre-

quency around the nominal value of the ENF. The values of

the estimated frequency are concatenated together to form the

ENF signal of each soundtrack. The normalized cross corre-



Table 1. Synchronization accuracy with fixed Lshift of 1

second and varying Lframe

Lframe (sec.) 8 16 24 32

RMSE (sec.) 0.79 0.33 0.32 0.33

MAE (sec.) 0.46 0.27 0.27 0.27

Table 2. Synchronization accuracy with fixed Lframe of 16

seconds and varying Lshift

Lshift (sec.) 1 0.5 0.3 0.1

RMSE (sec.) 0.33 0.21 0.17 0.15

MAE (sec.) 0.272 0.166 0.136 0.117

lation coefficients are calculated with different lags between

the ENF signals. The lag corresponding to the maximum cor-

relation coefficients is identified as the temporal shift between

the two videos.

The accuracy of synchronization is important for many

applications involving multiple videos. Experiments are con-

ducted to examine the accuracy of the proposed method. We

take multiple video clips simultaneously with two different

cameras at different locations, including offices, hallways,

recreation centers and lobbies. These videos are divided into

segments of 10 minutes long and each segment is treated as

a test sample. The soundtracks of the segments are analyzed

and the ENF signals are extracted from them for synchroniza-

tion. The ground truth of the lag between the recordings was

obtained by manually comparing the video frames, and used

to measure the synchronization accuracy in terms of mean

absolute error (MAE) and root mean square error (RMSE)

under different settings of Lframe and Lshift. The experi-

mental results are listed in Table 1 and 2. We first fix Lshift

as 1 second and test different values of frame length Lframe.

The alignment accuracy becomes better when Lframe is in-

creased, and becomes saturated at the frame length of 16

seconds or longer. Next, Lframe is fixed as 16 seconds, and

Lshift is varied from 1 second down to 0.1 second. The syn-

chronization accuracy improves as we use a smaller Lshift.

With Lframe = 16, Lshift = 0.1, the MAE is about 0.12
second, equivalent to 3.6 frames for videos of 30 frames /

second.

Fig. 2 shows an example of video synchronization using

the proposed approach. We use two cameras to video tape

a racket ball court from two different angles. Fig. 2 (a) is

the correlation coefficients between the ENF signals extracted

from the two video soundtracks. A significant peak is found

at the lag of around 24 seconds. The ENF signals from the

two video recordings after alignment and the ENF measured

from the power mains at the corresponding time are plotted in

Fig. 2 (b). We observe the variation patterns of these signals

match well with each other. Several video frame pairs after

alignment are shown in Fig. 2 (c).
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Fig. 2. Example of video synchronization by aligning the ENF sig-

nals.

4. ENF FOR SYNCHRONIZING HISTORICAL

RECORDINGS

Although most demonstrations of ENF being picked up by

digital audio and video recordings in areas of electrical activ-

ities were reported in the recent decade, the presence of ENF

can be found in analog recordings made throughout the sec-

ond half of the 20th century. For example, in our recent work,

we demonstrated that ENF traces can be found in digitized

versions of 1960s phone conversation recordings of President

Kennedy in the White House [11]. Using ENF to analyze

historical recordings can have many useful applications for

forensics and archivists. For instance, many 20th century

recordings are important cultural heritage records, but some

lack necessary metadata, such as the date and time of record-

ing. Also, the need may arise to timestamp old recordings

for investigative purposes, and ENF may provide a way to do

that.

In this section, we explore aligning historical recordings

temporally. We analyze two recordings from the 1970 NASA

Apollo 13 mission [12] that we know were recorded at ap-

proximately the same time. The first recording is from the

PAO (Public Affairs Afficer) loop, which is the space-to-



(a)

(b)

Fig. 3. Spectrogram strips around the ENF harmonics for the Apollo

13 recordings. (a): PAO recording; (b): GOSS recording.

ground communications that was broadcast to the media. The

second recording is of GOSS Net 1 (Ground Operational Sup-

port System), which is the recording of the space-to-ground

audio as the people in mission control heard it. Both record-

ings are around four hours long. Figure 3 shows spectrogram

strips for both recordings about the ENF harmonics. We can

see that for the first recording, the ENF clearly appears around

all the harmonics, and especially strongly around 360Hz. For

the second recording, the ENF is noisier and it appears best

around 120Hz and 360Hz.

We extract the ENF of the first recording from around

360Hz. For the second recording, we use the spectrum com-

bining technique for ENF estimation [13], where we com-

bine the ENF traces from around 120Hz and 360Hz to arrive

at a more reliable ENF estimate. The resulting ENF signal

is still rather noisy; we clean the signal by locating outliers

and replacing them using linear interpolation from surround-

ing ENF values. Figure 4 (a) shows 20-minute simultaneous

ENF segments from both recordings, with the second ENF

signal displaced by 0.05Hz to be able to distinguish them and

see them separately. Visually, the two signals look very simi-

lar.

In a synchronization scenario, we would need to match

ENF segments from two or more signals with potentially dif-

ferent lags, and decide on the correct lag based on how sim-

ilar the segments are, using the correlation coefficient as a
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Fig. 4. Synchronize the Apollo 13 mission recordings with the ENF

signals.

metric. As a proof-of-concept for the Apollo data described

above, we divide the first Apollo ENF signal into overlapping

10-min ENF segments, and for each segment, we correlate

it with equally-sized segments from the second Apollo ENF

with varying lags. Since the two signals were recorded at the

same time, this ground truth suggests that the highest corre-

lation should be at zero lag. Figure 4 (b) shows the mean

values of the correlations achieved for different lags, and we

can clearly see that the highest correlation is achieved for zero

lag which matches the ground truth.

We can see that the techniques discussed earlier for au-

dio and video alignment can be extended to aligning two

historical recordings of interest. This can potentially help

timestamp old recordings of unknown date of capturing.

With old recordings, we may not always have access to refer-

ence power ENF, as in the case considered here, yet we have

the potential to utilize historical recordings of known date

and time to create an ENF database to which we can compare

recordings of interest that have uncertain information about

capturing time.

5. CONCLUSION

In this work, we have explored the potential of the ENF sig-

nal for multimedia signal synchronization. The proposed ap-

proach works by extracting and aligning the ENF signals em-

bedded in audio and video recordings. We have demonstrated

our method with two applications: multi-view video synchro-

nization and alignment of historical audio recordings. The

ENF based synchronization approach has been shown to be

effective, and has the potential to address challenging scenar-

ios and complement other existing methods.
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