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Abstract— The problem of topology control and routing over possible links. In wireless networks, most research fooltop
wireless optic_al backbon_e networks is addresse_d. The_ input to ogy control so far has focused on RF networks (see e.g., [10],
the problem is a potential topology and a traffic profile. The [11], [16], [17], [18], [19], [20]). In RF-wireless netwoskwith

constraints are that of limited interfaces at each node and the . tropi ¢ ¢ | trol is cl | latedda
limited bandwidth of the links, and the objective is of maximizing isotropic antennas, topology control is closely relatefdoer

the throughput. The problem turns out to be NP-Hard, and we control. Power is controlled to reduce the transmissiorgean
propose some heuristics based on graph modelling and multi- to conserve power and decrease interference while prayidin
commodity flow algorithms to solve the problem. We also enhance adequate connectivity.

the heuristics to try and provide faimess to the ingress-egress  There gre important differences between topology control
pairs in terms of how much traffic we route for each of them. . S .
for reconfigurable wireline optical networks and topology
control for wireless optical networks. In the wireline case
. INTRODUCTION transmission range (lightpath length) is not a major issue.

. L Furthermore, if the optical layer has sufficient resources s
We consider the problem of topology control in wireles . . X
fne routing and wavelength assignment problem is always

optical backbone networks, taking the estimated traffio in o
. ; A - solvable, then whenever a source and destination both have
consideration. Our aim is to maximize the throughput over _. . . . .
. : ' available interfaces, a direct connection (one logical) fegm
the topology for a given estimate of the traffic. We prove thg . ; .
i . be established. In contrast, in the wireless case, unless th
problem to be NP-Hard, and then propose heuristics to aghiey. -~ "~ .7 oo
. . estination is within the transmission range of the sousce,
the goal. We also propose a scheme to provide fairness to the, . o :
; ; . : multihop connection is required. For these reasons, theyman
traffic routed between different ingress-egress pairs.

We consider wireless optical links because of their a?-Ub“Shed results on logical topology design for wirelirftio

tractive characteristics which make them more suitable fC‘Fll networks, [12].’ [13]. [14], [15], are not directly appdible
0 free-space optical networks.

backbone networks (compared to using RF and wireline L
. . i . There has been recent work on topology control in wireless
optical links). Free-space optics technology is expected t . ) .
. . ) ; optical networks ([4], [5]): [5] does not take traffic into rco
deliver unprecedented bandwidth, massive carrier relse; u _. . X : : .
sideration, while [4] considers only ring topologies. Therk

low inter-channel interference, low power consumptiond an . .
. . . : . resented in [6] proposes a framework and some heuristics
cost savings where electrical wires and optical fibers ape t . . . .
. ._for topology control and routing which take potential traffi

thto consideration, and we compare our algorithms withe¢hos

e : . -~ heuristics. The algorithms presented in this paper have a
to-point rather than broadcast. Also, it has wide applidgbi lower time complexity than the algorithms proposed in [6].

from long range satellite to indoor wireless communicagion . .
. . We also extend the algorithms proposed in [6] to allow for
The problem of topology control for wireless optical net-

works is different from that in wireless RF (radio frequehcyﬁgwt:%?mtﬂg titcr)?]fflc as a commeodity using multi-commodity

networks since the links are point-to-point as opposed to I . .
. . The heuristics we propose take as input a potential topology
broadcast. In wireless optical networks, each node has_a : ' .
- ; -, and the estimated aggregate traffic between the ingresssegr
limited number of transceivers, and hence can establi$is lin__. : : : .
airs (which we call the traffic profile). Each node is assumed

with only a limited number of nodes within its transmissiorﬁ) : . .
. . . . 1o have a constraint on the number of interfaces it can have,
range. Thus, topology control is concerned with deternginin

the neighbors with which to establish the limited number (f}nd hence on the numlber_ of actual I|nk.s.that can be.created
rom among the potential links. The decision of selecting th

*This research was partially supported by AFOSR under grar#ipks to be _formed is made on _the basis of evaluating the
F496200210217. total bandwidth guarantees (which we call throughput) we

feature of wireless optical networks is that the links argpo



can give for the given traffic profile. The traffic profile can We provide a proof that the problem of topology control
be measured over some previous operation of the networki®NP-Hard: Consider a small amount of traffic between each
can be had from service level agreements (SLAs). We ugair of nodes in the network (small enough not to violate
matching theory, [9] along with the formulation of routingany capacity constraints). The problem of maximizing the
as a multi-commodity flow problem to calculate the topologshroughput reduces to finding a connected subgraph here. We
and bandwidth reservations for the ingress-egress palrs. Tan remove the extra edges and the problem reduces to finding
bandwidth reservations calculated can be used for routidg aa degree-constrained spanning tree, which is a known NB-Har
admission control when the network is formed. The advastageroblem. A special case is where we have a degree constraint
of computing the bandwidth reservations offline and usirag thof 1 incoming and 1 outgoing edge on each node. In this case,
information for routing and exercising admission contrahc the problem reduces to finding a hamiltonian cycle, which is
be found in [3]. known to be NP-Complete [7].

The paper is organized as follows: Section 2 describes
the network model and gives the problem statement. Sectioh
3 explains the policies we compare the algorithms with. We set up the problem of routing a given traffic profile
Section 4 explains our algorithm. Section 5 gives the eibens over a computed topology for maximizing the throughput
to achieve fairness. Section 6 discusses the computatiof@l @ linear multi-commodity flow problem [3]. Let there

Routing as Multi-commaodity flow problem

complexity and presents the simulation results. be M commodities (profile entries, the value of each entry
is profile(i)), N nodes and L links in the network. We
II. NETWORK MODEL AND PROBLEM DEEINITION add a dummy link (infinite cost, infinite capacity) between

the source and destination of each commodity to achieve

We model the network as a gragh= (V, E), where V is feasibility (thus, there are M such links). Let(l) be the
the set of nodes and E is the set of potential links betweamount of commodityi routed through linki. Let cost(l)
them. We consider wireless backbone networks in which ea@present the cost of each link, whichlifor an actual link
wireless node is equipped with point-to-point wirelessiagit for our objective of maximizing the throughput. Let the skt o
interfaces. By the term ‘node’ we implicitly mean “backbonéncoming and outgoing links at nodebe denoted byn; and
node”. Each node has the capability to perform routing. Weut; respectively. Letsource; anddest; represent the source
assume that it does not move very frequently. We also assuamel destination of profilé. Equation 1 achieves the objective
that wireless links can be set up in any direction with all thef maximizing the throughput as the algorithm tries to route
nodes within the transmission range. We do not consider tbe the actual links due to large cost of the dummy links.
possibility of optical beam obscuration, but this assuompti Equation 2 represents the bandwidth constraints. EquaBion
is not essential. Since the transmission distance is tekate and 4 represent the flow conservation laws.
the power level of the node, the power level and thus the
transmission range of each node can be different. The wBele o M
links are unidirectional. If there is a pair of unidirectainks mnmze Z (cost(l) Z zi(l)) @)
between two nodes, the link capacities may differ. The numbe =1 =t
of transmitters and receivers at each node is limited (whieh M
call an interface constraint), thereby restricting the hamof > ai(l) < capacity(l) VI €{1,..,L} (2)
nodes to which it can connect. i=1

We have a traffic profile, which consists of the aggregate
traffic demands between the sources and destinations. The zi(l) = Z 0
traffic demand from node to nodey can be different from
the traffic demand from nodg to nodez.

The problem we address is to form a subgragh =
(V, E’), such that the interface constraints are satisfied for all
nodes in the set V (i.e., the degree of each node is bounded
by the number of available interfaces), and we maximize the »  zi(l) — Y _ i(l) = profile(i),
throughput considering the traffic profile. The algorithrmfis l€out; lein;
this subgraph, which we call topology control, and comes j = source;,¥i € {1,..,M} (4)
up with routes and bandwidth reservations for the ingress-
egress pairs given in the traffic profile. The server should
recompute the topology, routes and bandwidth reservationdNe present a brief description of some rollout algorithms
whenever either the traffic profile or the (backbone) nodend their heuristic proposed in [6]. The heuristic takesafitr
locations change significantly. We do not anticipate th& thprofile and sorts it in decreasing order of demands. For each
would be done more often than hourly. The nodes then usetry of the profile in that order, it finds a single constrdine
this information to perform routing and traffic engineerioiy  shortest path between the source and the destination, forms
incoming flows. that path (finalizes the links of that path) in the topolody (i

L+M

l€in; l€out;

Vi e{l1,..,N} — {source;,dest; },Vi € {1,..,M} (3)

IIl. ROLLOUT ALGORITHMS



one exists which can accommodate all the demand of this3) Solve the multi-commodity flow problem over this topol-
entry), deletes the links violating the interface consitisiin ogy.

this partial topology, and updates the capacity of the lioks 4) Modify the topology sequentially and solve the multi-
this shortest path by decreasing by the value of this profile commodity flow problem again each time, and finally,
entry. keep the topology which gives the maximum throughput.

A. Route Rollout A. Giving Initial Weight to Edges

This technique is an improvement over the heuristic, and The way we map the problem to maximum weight matching
is guaranteed to work at least as good as the heuristic groblem, if we give the same weight to all the links in the
terms of the objective function (throughput). It startshwét network, the output topology will have the maximum number
sorted traffic profile (in decreasing order). At stagi finds K of links while satisfying the degree constraints (as we try
constrained shortest paths for profile entrand starting with to maximize the weight during maximum weight matching,
each of those paths (i.e., temporarily finalizing the links iso same weight to all edges would result in maximizing the
that path), it forms the complete topology using the helatist number of edges). We call the algorithm using this policy
The path which gives the maximum throughput (total demar@ Uniform Weighted Matching (UWMAs our objective is
routed) is chosen (i.e., links finalized, potential linkelating maximizing the throughput, so it is better to give extra viatig
interface constraints deleted and residual bandwidthstegd to edges which are expected to carry more traffic. We call
to reflect the demand routed), and the algorithm advancestie algorithm using this policy asraffic Weighted Matching
the next stage. (TWM), and explain it below.

B. Index Rollout « Give a weight of 1 to all edges.

Find K shortest paths (maximum) of same length for each
traffic profile (over the potential topology).

Each time a link comes in a path, add to its weight
profile(i) /numberSP, whereprofile(i) is the value of
the profile entry, andhumberS P the number of shortest

This technique decides the order in which the profile entries®
should be routed to get maximum throughput. At each stage,
it uses the heuristic to form the complete topology starting *
from each of the unrouted profile entries (and sorting the
remaining unrouted entries in decreasing order), and ez aths we found for that profile entr
the throughput in each case. It selects the profile entry lwhic P o p i Y- )
gives the maximum throughput, and finalizes the links for its Another possibility is to give weights according to the

shortest path, along with updating the residual bandwigttes "UMPer of paths a link comes on irrespective of the amount
deleting links violating the interface constraints. of traffic. In this case, we add 1 to the weight of a link in

step 3 above. We called the algorithm using this strategy as

C. Integrated Rollout Flow Weighted MatchingWe work with shortest paths as the

This rollout takes into consideration both the index anahulti-commodity flow formulation will prefer shorter paths
the routes. Unlike index rollout, at each stage, it finds Kor a commodity because it minimizes the cost function of
constrained shortest paths for each of the unrouted entrigguation 1 (to maximize the throughput).
and for each case, it uses the heuristic to route the rest
of the unrouted profile entries. The profile entry (and the .
corresponding path) giving the maximum throughput is chose GVen @ graphtz = (V, E) (which corresponds to the po-
and those links finalized, and the algorithm advances to ndgfitial network) with edge weights as explained in subsecti
stage. A, we form a grath’ = (V’,_E’) and give it as an input to

In all the above cases, we are routing the whole profile entf§e Mmaximum weight matching problem. Let the number of
over a single path (and not routing it at all if we are not abiéansmit and receive interfaces (i.e., input and outpureteg
to route it all over one path). As an improvement, we cafPnstraints) at each vertex ke Figure 1 shows an example
split the traffic linearly by applying the multi-commoditypfy Potential topology withA = 2. The steps of mapping are
algorithm over the topology computed by these (as explain€gPlained below.

in Section 2) and get a better throughput. o For each vertex, we formA vertices in graph G’ A
of them correspond to the transmit interfaces, @ndo

_ receive interfaces).
Here we present a new algorithm to form the topology and. For each edge between two vertices in G, we form two
route the traffic profiles. The algorithm is outlined belowdan vertices in G’, and add an edge between them (of weight

Mapping to Maximum Weight Matching

IV. APPLICATION OFMATCHING THEORY

explained in the following subsections. 0), as well as between one of them and the transmit
1) Weight the links in the initial graph to favor the links interface vertices (allA of them) of the vertex it was
which are expected to have a higher traffic flow. going out of (with weight equal to the weight of the

2) Map the network to one which can be given as an corresponding edge in G). Also add edges between the
input to a maximum weight matching problem, [9] and  other vertex (in G’) of this edge (from G) and the receive
solve the matching problem to get a maximum weight interface vertices of the vertex it was incident on (with
subgraph which satisfies the interface constraints. weight equal to the weight of the corresponding edge
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Fig. 6. Result of Matching Algorithm

vertices corresponding to the edge between them). We detect
such subgraphs in the output graph from matching algorithm
(the output graph will be composed of such subgraphs only),

in G). The resulting graph for our example is shown jqnd use these ru_les to deduce the resulting_ topology. .
Figure 2 (the edges shown without weights have a weightWe added a clique to the graph G’ to avoid the scenario in
of 1 here). T, R and E refer to the vertices correspondinihich we cannot deduce the topology from the result of the

to transmit interfaces, receive interfaces and edges infatching algorithm. Figure 5 shows the case when this has
respectively. happened between two vertices. In this case, one of theestti

Add a clique with2AN vertices to the graph G’, with connects to the edge vertex in G’, while the other vertex does

each edge in the clique having a weightAdd 0 weight Not connect with the corresponding edge vertex. This can be

edges between each of these vertices and each of @®ided by having perfect matching, and for achieving that
vertices in G’ which Correspond to the transmit an®#/€ add a Cquue of sizBAN and connect each of them to all

receive interfaces of the vertices in graph G. the vertices in G’ which Correspond to transmit and receive
Sum the weight of all the edges in G’ and add that to tHBterfaces of vertices in G. We accommodate the worst case

weight of all edges in G’. We do this to make sure wé Which all the vertices will be disconnected in the final

get a perfect matching using a maximum weight matchirigPology.
algorithm. Figure 6 shows the output (minus the clique vertices and

Gcorresponding edges) of the matching algorithm and Figure 7

We solve the maximum weight matching problem on )
and deduce the resulting topology based on the result we %i'lows the final topology we get for the example network of

We show the rules for mapping from the output of matching'9ure 1-
to the graph representing the topology: Figure 3 shows the
scenario (a subgraph from the output of matching algorithm)
when two vertices will have an edge between them in the finalWe solve the multi-commodity flow problem (as explained
topology. Figure 4 shows the case when two vertices whigh Section 2) on the topology we get from the algorithm
had an edge between them in G will not have the edge éxplained in Section 4.B. We sequentially change this togpl

the resulting topology (as they are not connected to the edaed solve the multi-commodity flow problem on the resulting
topologies to get an improvement in the throughput. The
algorithm for changing the topology is as explained below:

Fig. 2. Modified graph from potential topology

Topology Change Strategy
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Fig. 4. Vertices are not connected Fig. 7. Final Topology




« Make a list of the profile entries for which we could > (1) = Y ai(l),
route less tham% of the demand in decreasing order of icain; l€aout,
demand. Vi e {l,.,N} — {source;,dest; },Vi € {1,.., M} (6)
« For the first entry in this list, find (maximum) K shortest
paths each in the potential topology and the current This formulation will give an infeasible result if it is nobte
topology. Form the first path which is present in théo route at least fractiop of each profile entry. We follow the
potential topology, but not in the current topology byollowing procedure to get the routes (and reservations) fo
deleting the least loaded links (with traffic as given byhe topology we get from the matching algorithm:
the result of multi-commodity flow problem) at each of « Start aty = 0.95 and solve the changed multi-commodity
the interface-starved nodes in the current topology on this  flow problem.
path. If all the paths are the same then repeat this step If it returns a feasible result, keep the current topology
for the next entry in the list. and these routes (and reservations) and exit. Else, de-
« Solve the multi-commodity flow problem for this changed  creasey by 0.05, and solve the problem again.

topology. If the throughput is more than the throughput |t e get the answer aj = 0, then the answer is the same

in the current topology then change the current topologys what we get at the first step of the algorithm explained in
to this topology and update the list by deleting the entriesaction 4.

for which we have routed more thai¥ on this topology.
If the throughput is less than before, then let the current VI. SIMULATION AND COMPUTATIONAL ANALYSIS
topology remain the same and start with step 2 for the Computational Complexity

next entry in the list. . . .
. . The proposed algorithms tak@(N*logN) time, with N
We finally keep the topology we have at the end of thIﬁeing the number of nodes in the network. This complexity
procedure. is much lower than that for route rollouO(N%)) and index
and integrated rollout algorithm&(N?®)). The heuristic used

) _ by these rollout algorithms take®(N*) time.
In all the algorithms we have seen so far, we do not consider

fairness i.e., trying to route at least a certain fractioreath B. Simulation Results
profile entry while maximizing the throughput. We address The network used for simulations was assumed to have the
this problem by making changes to the multi-commodity ﬂo%llowing parameters:
formulation. We use two different weighting strategies for

V. INCORPORATINGFAIRNESS

o Number of nodes in the network = 20. This represents a

comparlson: ] ) ) reasonably sized backbone network.
« Faimessl Use Traffic Weighted Matching ~ « Nodes are uniformly distributed, with each node having
« Fairness2 UseFlow Weighted MatchingThis strategy is an average of 6.5 potential neighbors.
expected to be more fair thafairnessl « The transmission range of all nodes is assumed to be the

same.
o Capacity of each link = 100 in each direction.

The primary change from the formulation explained before , Number of source-destination pairs = 160, chosen ran-

is the addition of the fairness constraint of Equation 5.e;ler domly.

we sum the outgoing and incoming flows only over the actual, aAggregate traffic between each pair: Uniformly dis-

links (and not over the (infinite capacity, infinite cost)K tributed between 1 and 40 units.

we added between the source and destination, as the traffi¢ Number of receive interfaces at each node = 3.

flowing over them is what we could not route). We also , Number of transmit interfaces at each node = 3.

change the flow conservation law at intermediate nodes (of, Threshold,z, for including a profile in the sequential

Equation 3) to include only the actual links adjacent to €h0s  topology change list = 20%.

nodes (Equation 6). Here,in; denotes the actual incoming , Number of shortest paths considered in Route Rollout
links at nodej, andaout; denotes the actual outgoing links and Integrated Rollout = 4.

atj. This is done to make sure the traffic for a profile entry is , Number of shortest paths considered for initial weighting
not routed through the extra links between some nodes other anq sequential topology change, K = 3.

than the source and destination of this profile entry (otl®w , \weight of each link for constrained shortest path com-
that will happen as the algorithm tries to force the conditio putation = 1, thus making the shortest path as the con-
of Equation 5). strained min-hop path.

The simulation was run on a different random network and
o random profile10 times and in each simulation, the network
(1) — (1) > . :
Z zi(1) Z zil) 2 y * profile(i), topology was formed starting with these parameters. The
l€aout; l€ain; . h .. .
) ) simulations were run for the heuristic and rollout algarith
j = source;, Vi € {1,.., M} (5) described in [6], both with and without following it with

A. Multi-commodity Flow Formulation



TABLE |
AVERAGE THROUGHPUT FORROLLOUT ALGORITHMS

TABLE V
AVERAGE MINIMUM ROUTED FORFAIRNESS SCHEMES

Heuristic || Route Rollout || Index Rollout || Integrated Rollout Fairnessl|| Fairness2
0.5748 0.6313 0.6732 0.6892 0.425 0.53
TABLE I This metric turns out to bé for all other algorithms mentioned
AVERAGE THROUGHPUT FORROLLOUT ALGORITHMS WITH TRAFFIC in this paper.
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