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Abstract

In this paper, we introduce the notion of responsiveness for TCP aggregates and define it as the
degree to which a TCP aggregate reduces its sending rate to the network as a response to packet
drops. We define metrics that describe the responsiveness of TCP aggregates, and then we suggest
two methods for determining the values of these quantities. The first method is based on a test
in which we drop a few packets from the aggregate intentionally and measure the resulting rate
decrease of that aggregate. This kind of test is not robust to multiple simultaneous tests performed
at different routers. Extensions are done to make the test robust to multiple simultaneous tests by
using ideas from the CDMA approach to multiple access channels in communication theory. Then
we use these methods to perform congestion control. A distinguishing feature of our congestion
control scheme is that it maintains a degree of fairness among different aggregates.

Keywords: Responsiveness of TCP Aggregates, CDMA, Aggregate Perturbation Method, and
Congestion Control.



I. INTRODUCTION assigned a dropping signature that specifies its packet drop-

A key characteristic of TCP traffic is its responsiveness fJnd rate as a function of time. Different routers are assigned
packet drops. This means that the TCP aggregates reduce thigfpatures that are orthogonal in a certain sense. Using sim-
sending rate as a result of experiencing packet drops madeU4§tions, we show that this approach enables each individual
the network at the time of congestion. The degree to whi¢Ruter to find the response coefficient of the aggregates that
a TCP aggregate reduces its rate in response to packet diefes through it without requiring any information to be shared
depends on packet size, round trip time and the distributi@fnong routers. We have called this approach CDMA based
of window sizes among the constituent flows. Aggregate Perturbation Method (CAPM).

The goal of this paper is to introduce a technigue for quan-AS an application of APM and CAPM, we use the response
tifying the responsiveness of a TCP aggregate to packet dr@ggfﬁuents to offer a fair congestion control mgchanlsm. In
and applying the measure of responsiveness to obtain a ¥ ;,s.;.scheme the response coefﬂ_uents are taken into accognt to
congestion control scheme. In this scheme, when a router fa8881gn the drop probability of different aggregates at the time
congestion and needs its traffic arrival rate to be reduced Oftcongestion; less responsive aggregates are penalized more

tries to drop the packets of less responsive aggregates m¥ehaving a higher probability of drop. Therefore, different
aggressively. aggregates will show the same absolute value or percentage of

One of the unique features of our work is that we try téate decrease. Our simulation results confirm the effectiveness

apply the responsiveness measure at the aggregate level, 3idhis scheme to keep faimess among the aggregates.

at the flow level. In general an aggregate is a group of ﬂowsTh_e remainder O_f the paper is organlzc_ed as follows. In

with a common property that pass through the same routerfction I, we_descnbe re_Iated work. In Section Il we explain

switching device at some point in the network. An example fPM. In Section IV, we introduce CAPM and describe how

an aggregate can be all FTP flows that pass through a routdg use of CDMA-inspired orthogonal perturbing signatures

or all the traffic being routed toward yahoo.com. enaples multiple routers to perform .perturbgtlons without mu-
Performing the responsiveness test in the aggregate level i interference. In Section V, we will explain our approach to

several advantages. First, it does not suffer from scalability$ing the response coefficients of aggregates for the purpose of

many flows can be bundled together to form an aggregate egque_:stlon control. In Section V_I, the re§ults of thg simulation

the responsiveness test is done for the resulting aggregate. $eeriments are presented which confirm the efficacy of the

second advantage of aggregate based testing is the fact fgposed methods.

the majority of the current traffic of Internet is composed of

short-lived flows known as Internet mice. It is extremely hard

to perform responsiveness tests for such traffic in the flow level Il. RELATED WORK

because flows last only for a few round trip times, and often Many researchers have conducted studies to do identifica-
they end before a router can keep track of them. Howeverin and modelling of TCP traffic in the granularity of flow un-
we put many such flows together, we will get an aggregager steady state conditions. In [1] the authors propose a method
that is composed of many flows that appear, survive for a feyf testing a flow by comparing the steady state throughput of a
round trip times and disappear. The aggregate composedT@P flow with the theoretical predicted value for conforming
these flows has some statistical properties that can help usiés. If the response and model are similar, the flow is called
define a responsiveness measure for it. TCP conforming. The objective of that study is to identify and
In general terms, our approach to measure the responsiyenalize the nonconforming flows for congestion control pur-
ness of an aggregate is to perturb the arrival rate of the ases. The approach in [1] describes how large sustained in-
gregate by intentionally dropping a small number of packfividual flows may be tested for TCP conformance. However,
ets, and observing the way the aggregate responds. A nor@alignificant percent of the Internet traffic may be composed
TCP aggregate shows a transient degradation in its rateofhort lived flows.
a result of instantaneous packet drops, and we measure thiStochastic Fair Blue (SFB) is proposed in [12], and it offers
degradation and use it as a responsiveness measure. By dpidflow test for responsiveness by mapping different flows to
this periodically, the responsiveness of the aggregate cangagallel bins. The approach is based on the fact that the bins
determined. We have called this approach the Aggregate Pgintaining a nonconforming flow are likely to be overloaded.
turbation Method (APM). However, if there are many nonconforming flows in a traffic
The above approach has a drawback in a distributed implgygregate, it is likely that all bins are overloaded, and the
mentation. Each router should be able to apply perturbatioagorithm will not be able to distinguish between conforming
and use these perturbations to determine the responsivergg$ nonconforming flows.
of the aggregates it observes. However, the flows in an ag-There are many other works dealing with the TCP dynamics
gregate may experience perturbations at multiple routers. Im@ad its throughput analysis. In [11] the authors have offered
distributed implementation, in order to perform its test, a routétie throughput model for a TCP traffic under assumption of
should not need to be aware of the perturbations applied §tionary random losses. In [6] the authors offer a flow based
other routers. Our approach to solving this problem is inspirgghalysis of TCP dynamics in the Active Queue Management

by the direct sequence spread spectrum (CDMA) approa@QM) routers by using stochastic differential equations.
in multiple access communication channels. Each router is



1. AGGREGATEPERTURBATION METHOD

In this section, we introduce the Aggregate Perturbation
Method (APM) for quantifying the responsiveness of TCP
aggregates. APM works based on instantaneously dropping
a number of packets from an aggregate at some point and
observing the resulting transient decrease in the rate of the
aggregate.

For the purpose of this paper, we assume the TCP aggre- _
gates are composed of TCP flows that conform to TCP- Reﬁ/@e;uanme(f)rgdsgcEéfzrzhg‘r’gigé dt?r%;]efﬁggsé‘é‘fggejfe megoure defined
congestion control mechanism. TCP-Reno has two different
phases known aslow startand congestion avoidanceSlow by the simultaneous perturbations being done on the same ag-
start begins after making a connection, and upon succesgftégate in a downstream or upstream router. This phenomenon
transmission of every packet and receiving acknowledgemésillustrated in the figure 2. As it can be seen in this figure, the
from the receiver the window size is increased by one. Congessponse of the APM test of a routertat t; is overlapped by
tion avoidance starts after the window size exceeds a threshitld response of the aggregate to another router’s test at time
value, and in this phase the window size is increased one pet ¢, which causes interference. This interference happens
round trip time, and upon experiencing a drop it is decreasedhent; andt, are close enough to each other (more precisely
to half its current value. |t —t1| < t.). In this case the measure given by equation (1)

Assume at some router we have an aggregate of TCP flosses not give accurate information about responsiveness of the
with arrival rate of A(t). In order to test the aggregate foraggregate, and interference causes the results of both tests to
responsiveness, at time= 0, we drop D packets from it. It be falsified.
is expected that the aggregate responds to the packet drogds this section we introduce CAPM to overcome the above
by decreasing its rate for a while after time= 0. We define problem. In CAPM every perturbing router uses a unique per-
the following responsiveness measure for the aggregate aidbing pattern. We will show that under proper assignment

response to packet drops: of the perturbing patterns and proper definition of aggregate
t, degradation measure for each perturbing router, the test and
n(D) = / (AMO07) = A(2)) dt (1) measurement of each router will be robust to the interference

0

caused by the other simultaneous perturbing routers.

in which A\(0™) is the instantaneous rate at the moment before CAPM is different from APM in two ways. The first dif-
dropping the first packet, and is a nonnegative finite time, ference is that we spread the packet drops over time. In other
and it can be chosen to be the minimum time for the recovemords, instead of dropping packets from the aggregate in-
of all flows that received drops (in the order of a few times thetantaneously at time= 0, we spread the packet drops over
longest round trip in the aggregate). To achieve better resubistime interval [0, 7]. In this scheme perturbation is done
A(07) may be replaced by a short-term average of the rate adcording to the packet drop rate functiest) : [0,7] — R
the aggregate in a time interval earlier thar= 0. n(D) is for the i*" router. The responsiveness test and measurement
simply a measure of how many more packets could have bésrdone during the intervdD, 7], and at timet < T, the i
sent by the aggregate if we had not dropgegackets. This router drops;(t) packets per second from the aggregate. We
measure is illustrated in figure 1. refer tor;(¢) function as thedrop signatureof the it router.

In [8] we have shown that the expected valuengD) is The second difference between CAPM and APM is the way
a linear function ofD. Furthermore, this quantity does notwe define the degradation measure for ife router as the
depend on the number of flows contributing to the aggregatesponse to dropping with rate(¢). In this case instead of
and the absolute value of the aggregate Adtg if the number the simple integral given by equation (1), we use a weighted
of dropped packetd is small compared to the number ofintegral to measure responsiveness of the aggregate under per-

active flows at time = 0. turbation:
Our approach for quantifying the responsiveness of a TCP (ri) / h(t) AN @)
aggregate is based on the degradation meagipg as a re- ’

sponse to packet drops; under the same value fufr different ;.\ hich ANE) = A0 A(t), and h(t) is a weighting

aggregates, those with a highg(D) are more responsive. ¢ nction that states at what time instants the results are more
In other words,)(D)/D can give a quantitative value of thej o rant to us, and at what time instants we are less interested
responsiveness of an aggregate. in the rate decrease of aggregate.

In the next step we try to use an approach similar to Direct

IV. CDMA BASED AGGREGATEPERTURBATION METHOD  Sequence Spread Spectrum CDMA in multiple access commu-
(CAPM) nication to solve interfering problems of multiple simultaneous

One of the problems of distributed implementation for APNperturbing routers [7]. In this approach, each router perturbs
is the potential of simultaneous perturbations; the measutbe traffic according to its unique drop signature based on
ments of a perturbing router on an aggregate can be falsif@dCDMA code assigned to it. The idea is that if we define
the drop signature of different routers in a way that they are



solve this problem by making a minor change of the orthogo-
nality requirement and the structure of the matched filter. First,
we replace the orthogonality condition by a similar condition

in which the normalized drop signatures are orthogonal after
removing their DC components:

T
! / SE(t)s2(t)dt = 0, for i # ] ®)
0

Fig. 2. The interference effect of simultaneous APM tests done by differelrm which (t) 1S x(t) after ellmlnatlng its DC component

routers. Before the aggregate recovers from a router's perturbatios-ag, over [0,77:
another router performs a testét < ¢1 + t,. The results of both tests are

falsified. 2%(t) = z(t) — % / ’ x(t)dt 9
0

orthogonal to each other in a certain sense, then by propgfithermore, we change the matched filter output forithe
definition of the weight functiorh.(t) the measure of degra-guter in the following way:

dation in a router defined in equation (2) will be independent

of the.perturbations done by the other routers. . e = e (1) = /T O dt 10)
Similar to the CDMA systems, we define the drop signature ' 0
of the i*" perturbing router in the following way: y; is the value ofn, in (2) evaluated for(t) = s?(t). One

N important fact about notatiom,,(r) in (10) is that in this
ri(t) = A; chpTC (t—(j—1)T.) = Aisi(t)  (3) equationr is the total perturbing function, since the rate de-
j=1 creaseA(07) — A(t) is affected by this total drop rate (i.e.,

r(t) = >, rx(t), wherek is an index that covers the set of all
router perturbations that the aggregate experiences). It can be
shown that if the total drop ratet) is small enough compared
f the rate of aggregate, then the system with infu} and
output the expected value of rate degradafith\(¢)] can be
é:\é)proximated by a linear system. In other words, the system
can be linearized around its operating point.

Now we can state the following lemma; for the purpose of
/°° 4) this lemma we assume, (t) are piecewise constant functions

t —nT,)dt = =1,2,....
,OopTC( Jpr.(t =nTe)dt =0, n=1.2, as it was defined in (3).

in which A; is a known perturbation amplitude of th&"
router, N is a positive integer called the spreading facior=
T/N, (c1,¢2,...,cn) IS @ binary sequence assigned to th
particular router known as the code of the router. In £3)¢)
denotes thenormalized drop signatureand pr.(t) is a real-
valued function known as the chip waveform and it satisfi
the following property:

The measurement of thé" router about the responsiveneslsTemma 1: Assume that the overall drop rat¢/) = 3_. ri(?)

of the aggregate is made based on Khetched Filteroutput. fmsrlr}ta LIE[eArL{) (L;?]hczl:]cfgeth:t trf:)e)(ir?gee dmbWI:] Ilirrlzlg? sar;?em
The matched filter output is the value 9f(r;) evaluated at P pp y Y '

h(t) = s:(1): Furthermore assume the holding time of the piecewise con-
e T stant functions-,(¢) on each constant interval is large enough
Yi = / si(£)AN(t) dt. (5) compared to the response time of the aggregate. Then under
0 the orthogonality assumption of (8) we have:
Since in our problem;(t) is a drop rate, it should be nonnega-
tive, and hencer. (t) s(h())uld be nonnegative. For this purpose Elyil = Elnsg (r)] = Elnse (r3)] (11)
we suggest the popular simple rectangular chip waveform: The proof of this lemma is given in the appendix. Note that
1 if0<t<T the middle term of equation (11) is the measure of degrada-
pr.(t) = { 0 otherwise. (6) tion with the weight functionh(t) = s%(t) when all routers
perturb the aggregate, however, the right term is the measure
Usually, in the CDMA systems assignment of the codes ¢ degradation with the same weight function when only the
very important. Users with a potential of high interferencg” router perturbs the aggregate. The significance of Lemma
(e.g., neighbor routers in our problem) are assigned to codegs that it states under orthogonality condition of equation (8)
that cause their drop signatures to be orthogonal (or closet#@t the expected degradation measure at roitéln,. ()],
orthogonal) is independent of perturbations being done at the other routers.
T In Lemma 1 we have assumed that the holding time,6f)
/ si(t)s;(t)dt =0, for i#j. (7)  on the intervals on which it is constant is large enough com-

0 pared to the aggregate response time. Generally, the response
Unfortunately, the statement of (7) cannot be satisfied Wiifine of an aggregate is characterized by the round trip time
the current definition of drop signatures defined in (3). Thak the flows contributing to it. Therefore for the piecewise
is because both; (t) ands;(t) are nonnegative rate functionsconstant functionr(t), the length of each constant interval
and hence the integral defined in (7) can never be zero. We &auld be significantly larger than the typical round trip time

of the flows in the aggregate. This condition can be satisfied



by making T, long enough (e.g., 10 to 20 times the typicatontroller for all aggregates, the aggregates with higher re-

round trip time). sponse coefficients will back off more aggressively compared
One useful observation about (10) is: to the aggregates with smaller response coefficients. A certain
T degree of fairness among aggregates can be achieved by taking
/ s{(A07)dt =0 (12) into account their response coefficients. Assume the traffic is
0

a combination ofM aggregates, and Ie;(¢t), and K; denote
And so we have the following simple equation for the outpuhe estimated instantaneous arrival rate and the response coef-

of the matched filter for thé'" router: ficient of thei'* aggregate respectively. Assume that we want
T to rate limit the total traffic, and let the output of congestion
Yyi = */ st (H)A(t) dt (13)  controller at timet be p(t). With the information of response
0

coefficients of aggregates the router can estimate how this total
From (2) and (11), we have the following expression fOQrop probability should be assigned among the aggregates to

the average output of the matched filter of tie perturbing get a_SpeC'f'C amount of rate decrease for _eE?‘Ch one.
router: To illustrate the above approach assume it is desired to have

the same amount of rate decrease for all aggregates. Then we
Elyi] = E[nso(ry)) can assign the packet drops among different aggregates in a
way that the product of the response coefficient and the drop

This equation gives the basis for.quanufymg the responsiver, - o equal for all of them. In other words:
ness of TCP aggregates. Denote:

K; = Elyi] /A (14) Kifi(t) = K;0;(t) 1<i,j <M (15)

in which 6,(¢) and 6;(t) denote the average drop rate of the
it" andj*"* aggregate respectively. In the above equation sub-
gcripts are index of aggregates in the same routers. Heuris-
%’ally equation (15) means that the rate decrease of the ag-
regates should be equal. It is important to note that equation
) suggests using (15) as a heuristic to equalize the rate de-

Notice thatK; is a coefficient that describes how much th
aggregate is responsive to packet drops. We call this quan
the response coefficierttf the aggregate. Note thgt is fully

observable, and it can easily be measured by using (13). (

;mflgude ?hf pertl,;rbltr:gt_ funclgo r?l '? k n?r\:v n tol the rgluter creases of the aggregates; however, (15) is not a mathematical
at does the perturbation. Finding; is the only problem consequence of (14).

of the estimator. This coefficient can be estimated during theIf pi(t) is the drop probability of the!" aggregate, we have

tm:gs tth?jt E)herel IS n? congestion in ttf Eetwgrk. or Itltpaln ?(t) = X\;(t)p;(t). Therefore, equation (15) can be written in
estimated by a long term averagepf A; based on multiple the following way:

tests. Based on the result of Lemma 1, the estimation value
of K; is not affected by the perturbations done by the other K i(t)pi(t) = K;j\(t)p;(t) 1 <4, <M  (16)

routers, under the orthogonality assumption. . . . . . .
There are some key issues about how to choose the valuéNhllCh gives M — 1 linear equations. To find the numerical

T.. As stated before7,, should be long enough such that th va(ﬂues of the drop probabilities we need one other equation.

rate decrease of the aggregate as a result of packet dropshFﬁ ulzebthetfatl:r: trlﬂt rthvi Egtél drop probability of the traffic
one chip duration can show up, and the aggregate rate setfeg! €p(t). In other words:

down. On the other hand, too largé does not improve the M pi()Ni(t)
performance in estimating the response coefficients, and it only Z W =p(t) 17)
causes longer test and more packet drops, which causes the (=1
test to be more expensive. in which A(t) = A1 (t) + A2(t) = ...+ Aum(2) is the total rate
of the traffic.
V. FAIR CONGESTIONCONTROL BY USING CAPM In the above approach we have tried to get the same rate

In this section we suggest a method to use CAPM to do cdfiecrease for different aggregates, however, one can apply the

gestion control in a fair way. Random Early Drop [2] is one of€SPONse coefficients in different ways to achieve an arbitrary

the popular approaches to proactively prevent congestion i¥&lué of rate decrease for each aggregate. For example, it
router. By utilizing CAPM a router collects information abouf@ Pe desired to have the same percentage of rate decrease
how responsive different aggregates are -ifé;,coefficients °F different aggregates; in this case it is very easy to write
defined in the previous section. Knowing these coefficienfduations similar to equation (16) to find drop probabilities.
helps a router to determine how much it should drop from
each aggregate to reduce its bandwidth to a certain value. VI. SIMULATIONS AND RESULTS

Assume a traffic composed of many aggregates is intendedVe have used the popular network simulateto perform
to be forwarded through an outgoing link that has bandwidtiur experiments [10]. As explained previously, our focus is on
shortage. So it is desired to keep the traffic bandwidth withilCP aggregates. For simulation we have used a network with
the outgoing link capacity. If the router applies equal drofixed topology as in figure 3. The nodés, So, ..., S, are
probability governed by a congestion controller such as a REDsources of TCP traffic. The propagation delay of the link

between each source and rouigrin figure 3 is different from



PkUS

p—

51 5 Mb/S
R1 R2 est,
828/\_/ 100 Mh/S /™, 100 Mb/S

Sn

Fig. 3. The network topology used for simulation

a source to another source, and it has been chosen such that s
the round trip time of packets is uniformly distributed between . |
50 and 100 milliseconds under low congestion conditions. The OSW H H H H H H H H H ’7 |
flows at the sources are generated according to a birth-death ©
process. Each source starts a TCP flow, and that flow ends % 10 2 ® w 5 2 o
after a random time uniformly distributed betwe@and0.15

seconds. That source starts a new flow after waiting ano”l‘%r. 4. a: The aggregate rate without any perturbation, b: The aggregate rate

random time uniformly distributed betweérand0.3 seconds. ith perturbation ofR;, and c: the normalized drop signature f.
The packet size is constant equal to 1 Kbyte for all flows. In

this topology, the link betwee®; and R,, and also the link example, at around time = 40, the amplitude of both drop

bfe?r/]veenﬁgf tzand deksf!nliltu_)n f(:g l'?/lok';tlenter:: kt I:nks. ITthe 2ap1achl>%l natures is zero, and this shows up as an increase in the rate
orthese bottieneck links 1s ps, that transiates to aggregate as it can be seen in 5-(a) at40. On the other

packets per second. r&and, at timet = 15 or ¢t = 31, the amplitude of both drop

In the.f|rst experiment we ShOW. how an aggregate reSPONanatures is nonzero, and this shows up as a decrease in the
to the signature based perturbations. For this experiment W&e at these two times

run the simulation for two cases. In the first case the aggregate 1 purpose of next experiment is to verify that under

does not t()axpre]rience any pgrturb_atio(;]; in the se_c?qnd case oélj%ogonality definition of (8), the matched filter output of a
.Rl pgrtur st gaggregate )y using drop nate) = Asi(t), router defined by (13) is not affected by perturbations done
n Wh'.Ch s1(t) s the normalized drop signature ggnerated y the other routers. We proved this fact in Lemma 1. In this
pluggmg code(1,0,1,0,0,0,1,1,0,1,0,0,1,0,1, 1) N €gua-  -ase we use the same CDMA drop signatures as in the previous
tion (3), andA; = 160 pgcket drops/Sec. In the S'mUIat'onexperiment, but we changé; and A, the amplitude of the
the_number (c)if sg_urces4|s 50:h: 32hsecondsf,Nh = 16, drop signatures of the two routers. Figure 6-(a) shgwshe

T.. = 2 seconds. Figure 4-(a) shows the rate of the aggregy put of matched filter forR, as it is defined by equation

when no pgrturbation is performed. In figure 4-(b) the rat.e ? 3), whenA, changes from 0 to 160 drops per second. In
aggregate is shown whel, perturbs the aggregate by USINGis figure, eachH represents a test in whicR; perturbs

r1(t), and figure 4-(c) shows two periods of the normalizeﬂi1e aggregate with drop signature(t) — A, s, () and at the

drop signatures; (t). By inspecting figure 4-(b) we can S€€&ame timeR, is also perturbing traffic with drop signature
that the shape of drop signature &f has appeared in the . P g P S19

¢ th ith 180 d ¢ oh hif ro = Agss(t), and A; = A,. For each value ofd; several
rate of the aggregate — wit egrees of phase s 't'tg'éts have been done, and the average over multiple tests has
other words, whers(t) = 1 (e.g., around: = 14), the rate

. been plotted by the solid line. It can be seen that the deviation
of aggregate dgcreases, and wheft) = 0'is 0 (e.g., around of y; for each individual test from the average value shown by
t=10), the rate INcreases. . solid line is relatively small; this means that the matched filter

In the second experiment we explore the typical responseq tput shows a small variance. The other observation about
aggregate when two routers perturb it simultaneously. In tl‘%g(a) is linearity in amplitude of drop signaturé .
experimenti?; and R perturb the aggregate by using differ- In the other part of this experiment we turn off the per-
ent CDMA drop signatures. In the simulation, the number (?lfjrbations done byR, by setting A, = 0, and do the same
SOUrces 1S 5OT. = 32 seconds,N = 16, T. = 2 seconds. multiple test and measurement gf for each value ofA;.
The code Of& s (1,0,1,0,0,0,1,1,0,1,0,0,1,0,1,1), and The dashed line in figure 6-(a) shows the average of multiple
thgt for .R2 s (0,1,1,0,0,1,0,1,1,1,0,0,0,1,0,1). Undgr tests for each value afi; for this case. It can be seen that
this assignmens{(¢) and s5() are orthogonal. Two perIOdSthe dashed line is very close to the solid line showing that

of the rgsqlting normalized drop signatgres for and 12, 8r€  perturbations ofR, do not affect the output of matched filter
shown in figure 5-(b) and 5-(c) respectively. The amplitude R,. Figure 6-(b) is the same as figure 6-(a) for the second
drop signatures for the two routerd; and A,, are the same

and equal to 120 drops per second. Figure 5-(a) shows th‘?n the next experiment we will show how the response
rate of aggregate when the two routdts and 2, perturb the coefficients can be used to do congestion control in a fair

aggregate simultaneously. It can be seen that the additive s 9 So we define two aggregates that pass thra®ighin this
of the wo drop signatures appears on top of the aggreg g?periment the sources in the simulation network are divided

rate— with 180 degree phase shift again. In other words, t %o two groups. The on time of a flow generated by a source
two drop sighatures modulate the aggregate rate additively. For

Time(Sec)
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Fig. 5. a: The aggregate rate under two simultaneous perturbations, b: the

normalized drop signature of R1, and c: the normalized drop signature of £39- 6. Matched filter output versus the amplitude of drop signature, a: for
the first router, b: for the second router.

in group 1 is uniformly distributed ifi0.15, 0.3] seconds, and . - . .
after ending a flow, the source starts another flow after bV to assign drop probabilities. By using equations (16) and

ing idle for a random time uniformly distributed i@, 0.3]. EL?) we find the drop probability; = 0.067 for aggregate

: . andp, = 0.010 for aggregate 2, so the total drop rate of
There are50 sources N group L. Sou_rces N group 2 generatée traffic is still4%. With these drop probabilities, the rate
larger flows. The on time of a flow in group 2 is uniformly

2 . . . of aggregate 1 reduces 6522 pkt/s, and rate of aggregate
distributed in[0.45,0.9] seconds, and the idie time betweer} reduces td523 pkt/sec. In this case the rate reduction of

flows is uniformly distributed if0, 0.5] seconds. There ag® aggregate 18946 pkt/sec or39% of its demand, and the rate

sources in group 2. We define_ the traffic generated by grou Huction of aggregate 2 #71 pkt/sec or2% of its demand.
1 as the aggregate 1 and traffic generated by group 2 by E Gan be seen that the rate reductions are much closer to each

aggregate 22 - ather than the previous experiment, and we were able to do a
First we find the response coefficient of each of the twp. :
air congestion control.

aggregates by using equation (14). The experiment shows that . . . :
Ky, = 77.3, and K, — 588.1. The value of response coef- h the last experiment we will study how congestion can af

- . {ﬁct the measurement of response coefficients. For this purpose
ficients have been found by several tests and averaging the . ; S,
we used an aggregate like aggregate 1 with the same conditions

results. The higher value of the response coefficient of . . .
aﬁ]at were stated in the previous experiment. The response

gregate 2 is easy to explain by considering the fact that tcc(:i‘effic:ient of this aggregate was measured in independent sim-

ﬂ(.)WS belonging to this aggregate are .Iarger, S0 they ShOWJ.l1 ation runs with different link utilizations of the bottleneck
higher rate decrease when they experience packet drops. [he

. linkKs. To increase the link utilization we increased the number
experiment shows that;, the average rate of aggregate 1, is

shouts2i pilsec, andi, — 4547 psec. The total rate of 0S5 SUSER T Soup 1 The 1ol fewe e Shouwn
the traffic is9781 pkt/sec. 9 | 9 P

: . versus the link utilization. The response coefficient shows an
In the next step of this experiment, we doubled the numbelr . . . .
almost flat behavior with reasonable variance up to the point

of sources in each group, so aggregate 1 needs gbout ; o
5234 — 10468 pki/sec; aggregate 2 needl4 pkt/sec, and the where the link utilization is abo_u_bo%._ After that the mea
surement of the response coefficient is not accurate, however,

:ﬁfaalliﬂirizngcli%v?/iigﬁﬂissgé (;Ig)hlsz;é)lizltlgg?a?géss?noljg ttir;ir%he measurements are still good approximations up to the point
pactty b ' where the link utilization is about5%. In this figure the solid

results show that under drop tail condition in the forwardinﬁlne shows the average of the response coefficient over the

queue ofR;, abOUM% .Of incoming packe.ts.are dropped, ande%(periments for which the link utilization is less thaa%;
as a result of it the arrival rate of the traffic is reduced to abo%bis average is aboufs

12570 packets/sec. Under this drop policy the rate of aggrega ®rhe degradation of performance of APM and CAPM in

1 reduces t@012 pkt/sec and the rate of aggregate 2 reduc?ﬁe resence of severe congestion is easy to explain; heav
to 4558 pkt/sec. The above data means that the rate reduction P 9 y plain; y

of aggregate 1 i2456 pki/sec or25% of its demand, while congestion causes the aggregates to experience high rate of

the rate decrease of aggregate 21586 pki/sec that is52% drops and as a result of that the aggregates shrink their rates.

i . This causes them to become less responsive to the packet drops
of its demand. As it can be seen, aggregate 2 shows much .

. : : made by APM or CAPM. Although long term congestion
higher rate decrease as a result of having a higher response
coefficient IS One factor that may degrade the performance of APM or

To keep the fairness in rate reduction between the tV\%APM’ the APM and CAPM show a good performance in a

. . . ide range of link utilization before very heavy congestion
aggregates, we use the fairness scheme explained in Sechlggpens. This can be one of the strong points about APM
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response coefficient

Fig. 7. The value of response coefficient of aggregate 1 measured at differen

link utilizations Mppendix: proof of Lemma 1:

: . . Denote AN*(t) to be the rate change of aggregate when it
and CAPM since these methods can be applied proaCtI\lezlyiéoperturbed with drop rate(t). By definition we will have:
prevent congestion.

T
VII. CONCLUSIONS Elnse (r)] :/O st (H)E[AN(1)] dt. (18)

In this paper, we introduced the Aggregate Perturbatigfom the linearity assumptioB[AN"(¢)] in (t) we can con-
Method (APM), and CDMA-based APM (CAPM), two tech-clude:
nigues for quantifying the responsiveness of a TCP aggregate. _ _
Both algorithms perform a test on an aggregate by dropping E[AN ()] = E[AN"(1)] + Z EIANY(#)]. (19)
some packets from it and observing the result. APM is the a J#
simpler test but it is not robust to simultaneous tests at differeBtibstituting (19) in (18) yields:
routers. So we introduced CAPM that uses some unique drop
signature for each router to do the test, and the approach is Elnsg (r)] = Elnse (ri)] + ZE[WS? (r;)]- (20)
similar to the Direct Sequence Spread Spectrum CDMA in 7
communication theory. We also defined a value called resporigecomplete the proof, it suffices to prov&n,. (r;)] = 0 for
coefficient to measure responsiveness of TCP aggregates t6i. We haver;(t) = A;s;(t). Now we use the assumption
packet drops. We used these values for the purpose of fair ctimat ;(¢) changes slower than the aggregate response time.
gestion control among the aggregates with different resportidencer;(t) can be approximated by using a piecewise con-
coefficients. stant function. For an interval on whiet)(¢) is constant, the
One important advantage of APM and CAPM is that theyaffic aggregate responds and settles down to a value. In the
can be implemented in a distributed manner without needingxt intervalr;(¢) jumps to a new value, and SB[AN"/ (¢)]
data exchange between routers, and furthermore, these megsponds accordingly, and after experiencing a small transient
ods do not need any change in the current protocols. Thiihe settles down to a new steady state value. According to
also permits incremental deployment. One of the strong poinke linearity assumptiod[A)"7 (¢)] on each interval is pro-
about APM and CAPM is that these algorithms can perforportional to the constant value of(¢) on that interval. This
proactively, and prevent congestion in an early stage. means thaf?[A\N"7 (¢)] tracks the piecewise constant shape of
r;(t). So by ignoring the short transients BfA\™ (t)] at the
beginning of each interval we will have:

_ _ E[AN (t)]~Cyrj(t) = CjA;(s? + s2(t)) (21)
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