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Abstract—In this paper we introduce a novel approach for the There is another class of routing protocols that make use
routing problem in wireless ad hoc networks. Our approach is of the geographical information of the wireless nodes. In
based on the analogy of the routing problem to the distribution of Location Aided Routing [9] the routes are established on
electric field in a physical media with a given density of charges. d df h de. The | fi inf fi .
We show that the throughput can be significantly increased by eman _“?m the source node. e loca |0n_ Informa |on IS
Choosing routes in such a way that the traffic is Spread as Used to I|m|t the nOdeS that perform the f|00d|ng mechan|sm
uniformly as possible throughout the network. Achieving this for route discovery. Distance Routing Effect Algorithm for
uniform spreading requires solution of a set of partial differential  Mobility [11] also uses the location information for routing.
equations similar to Maxwell's equations in the electrostatic In this approach each node keeps a location table that stores

theory. While the main focus in the paper is on the case in which . .
many sources communicate with a single destination, extension and updates the location of all nodes in the network. Each node

to the case of multiple destinations is also described. periodically sends a message to the other nodes and advertises
its location information. The frequency of updating depends on
|. INTRODUCTION the distance of the nodes and the rate of mobility. The location

. _ . information is used to relay packets through the nodes that are
Wireless ad hoc networks have received much attention;iiy - Girection of the destination.

recent years. These networks have no infrastructure and thWe start with a network of wireless nodes with no mobility,

design of network protocols should be such that the nodgs,, traffic demands for each sources-destination pair and

cag b; aple to f'm(jj the prolfer rolutes tlo tf;}ew deSt'nat'EQﬁown physical location of sources and destinations. Further-
and identify a good network topology. In these networ ?nore, we assume this information is available at a central

”Od‘?s rt_alay the packets of the other nOd?S toward the desi'rggte server that can compute and assign the routes to the
dhestmatloln. A frandhom access kschbemel IS g(;nerally u_se(,jdﬁ‘ﬁerent source-destination pairs. These assumptions may be
the MAC layer for these networks, but since the ransmissioR,qnapie for sensor networks. For other applications, these
range of the nodes is “m'te,d,' a collision only happens Wh%@sumptions are somewhat restrictive, but we use them for
twoh5|mrl;lltane?]usly traﬂsmntlng noldes dare close ‘_anOL:cgh fffls initial work on electrostatic routing, and we expect to be

each other. W Ien _Wel ave lfevEra nodes compgtlng Of Ae to relax them in future work. For example, location of

resources, it Is logical to make the competing nodes as apgflcas and destinations and the demand information might

from ?;h oth?Ir as posr.?ble; the km_aln idea ?: our: Work is [0 2 dvertised through the network by using some flooding
route different flows in the network in a way that the networ echanism, leading to distributed computation of routes.

load is as uniform as possible to reduce the rate of coIIisionsWhen we have a request for communication at a source
and achieve a higher throughput in the network_. We will defir]’?ode, we can consider the source node as a source of load.
andaZStra}Ct c.oncept(;:a::mhd based ?B th(; Iq(cj:a;;uon 0(1; s(cj)ubrcessmce the source is away from its destination, there is a need
?Im estlr:jatmrl]s anh the arr]‘nount_ 0 | fan W: t. neef eh Iy eicg"communication resources in the space between the source
0‘3" r\:Ve eve 0p| t, ehmat. emauga orrgu at|0r|1 0 rt] € 108%h4 the destination. Generally the intermediate nodes in the
and then we Explain how It can be use to' solve _t € rOUt”ﬁgztwork are needed to contribute transmission of data, so the
probl_em. It will be shown that the optimal d'Str'_bUt'o_n of th_edemand of a source-destination pair imposes some load in the
load in the network leads us to a set of partial differentiglio e giate nodes as well; the way this load is distributed
equations similar to those governing distribution of electrllcf1 the network depends on how the data is routed from the
field in a physical media in the context of eIeCtrOStat'gource to the destination geographically. One feature of our

thelc(ary. ddi h ional hod work is that we define the load as a function of space and not
Link state and distance vector are the conventional methods 4 function of node.

the purpose of routing in the data networks [5]. Modifications We introduce a novel approach to solve the routing problem

tod trr:ese methEds har\]/e been done t_o use them (;n ‘(’j"irelﬁ*??he network by formulating it as an optimization problem.
ad hoc networ S Fisheye State Routing [6] [7] ﬁn Ad HORe make use of the concept of vector fields to define the
On Demand Distance Vector [8] are among the propos%d at every place of the network and show that this vector

p;o:]ocols. A g?(Od sur\éeyfon t(;‘e_’ ro;tmg schemes of wirelegg)q i pe conservative under certain assumptions. By using
ad hoc networks can be found in [4]. this conservative vector field we define a very powerful tool

This work was partially supported by AFOSR under contracﬁor rQUting by writi.ng it as the gradient of a S(_:ala_r pqtential
F496200210217. function. The routing of packets to each destination is done



based on the value of this potential function on each node _--D1
and its value on the neighboring nodes. In this paper our 82 ::—__i_ _:

primary focus is on thenany-to-one scenarim which many o= - < D2
sources want to send their data toward a single destination. /;7]

Our results show considerable improvements in the network _ _ o . _
performance in terms of throughput for this case. Then V}'I:ég' 1. The illustration of defining the load density vector field based on the

. L. . ine of sight.
generalize our approach to theany to mangcenario in which _g ) o )
every arbitrary pair of nodes can communicate with each othBY, @dding up the weights of all source-destination pairs whose

The remainder of the paper is organized as follows. fH€ Of sight passes through a geographic set in the network
Section II, we define the concept of load and the mathemati@ild divide it by the area of that set. In other words:
framework of using vector fields to formulate it and clarify the — . 1 .
main concept by an example. In Section Il we generalize the D= hril I Z Wil @)

151—0 ||
definition of the load vector field given in Section Il and state Lins#0
the optimization problem for uniform load distribution. Wen which S is a connected area in the netwotk; is a set
solve the problem for many-to-one communication first, armépresenting the points residing in the straight line connecting
then we extend our approach to the general case. In Sectionthg i*" source-destination pair, anig is a unit vector in the
we will define an example scenario and show the numeriaditection of the line of sight of thé” source-destination pair
results of solving the partial differential equations that give thgointing toward the destination. The above definition has been
optimal distribution of the load in the network. This sectiofilustrated in Figure 1. Note thd® is a function of the position.
also contains the results of some simulation experiments to The definition of D given by equation (1) satisfies the

evaluate our approach. following equation:
II. MATHEMATICAL FORMULATION
Consider a network withV wireless nodes that can com- }l{ D-dn=w 2
c

municate with each other through radio links. The nodes are

randomly placed in a regiol in the plane. Assume therein which the integral is over a closed contodt, dn is a

are M source-destination pairs, denoted, ..., s);. Source- differential vector normal to the contour at each point of its
destination pairs; has a bandwidth demand which we refeboundary, dot represents the inner product of vectors in two
to as itsweightand denote by¥;. Suppose that one or moredimensional space, and is the algebraic sum of the weights
paths in the plane are chosen for eachEach path starts at of the sources and destinations inside the closed contour.
the source node and ends at the destination nodg.ofhe In calculatingw we count the weights of the sources with
weight W, is partitioned into amounts that are assigned ta positive sign and the weights of the destinations with a
the paths. The weight assigned to a particular path indicatesyative sign. Equation (2) is analogous to Gauss'’s law in
the amount of demand that is desired to follow that patthe electrostatic theory.

It should be noted that the chosen paths are not constrainetlow we define another variable that represents the density
by the location of intermediate nodes. Instead, the paths afesources in the network and denote it pyln other words:
‘abstract’ paths in the plane that represent desired paths for the 1

transit of packets. For communication to occur, each abstract p= lim —o > sgruy) Wi 3)

path must be approximated by an actual path consisting of 151=0 |5 €S

a piecewise linear multihop path connecting the source afhwhich v, is either a source or a destination with weigtit,
destination through a sequence of of intermediate nodes. and sgifu,) is 1 if u; is a source and-1 if u; is a destination.

Given a set of weighted (abstract) paths for each souragth this definition equation (2) can be expressed in partial
destination pair, we define a vector field oh which we (jfferential equation form:

refer to as theload densityvector field and denote by. L
D represents the flux density of the weighted paths for the V-D=p (4)
source-destination pairs. Given a pojnt y) € A, we choose
a small area element &t, y). For each path that intersects P P
we take the tangent vector to the path and scale it so it has V= _—; 73 (5)
magnitude equal to the weight of the path. Adding up these dr Oy
scaled tangent vectors, dividing by the areaSepfand letting in which x and y represent the variables in the Cartesian
the area element go to zero gives the valuedoét (z,y). A coordinate frames, andand; represent the unit vectors along
problem with this definition is that since there are only finitelg andy axes respectively.
many source-destination pairs, and hence only finitely manyMathematically, if the number of source-destination pairs
paths,D will be 0 except on a set of measure zero. How thiss finite, the values oD and p defined by equations (1) and
issue is resolved is described below. (3) will be zero except for a set of measube In practice

We will continue the discussion of the load density vectawe do not need to have large a nhumber of source-destination
field temporarily focusing on the special case where the pathirs; we can define a small enough lower bound on the
for each source-destination pair is the line of sight patfalue of S depending on the required accuracy of definlﬁg
between the source and destination. In this dass obtained For example, the network terrain can be divided into small

whereV is defined as:



]1 results of the many-to-one case scenario to the general case in

Dl‘f_ . | which every two arbitrary nodes can communicate with each
$2 - __ T - other.
— S — D2
]2 A. Many-to-One Scenario
Fig. 2. A situation in which cancellation happens; in this case the value b1 this scenario there is only one destination in the network
D does not represent the actual value of load in the network with which all sources communicate. A practica| examp|e

. . . . of a many-to-one scenario is the case in which the nodes
rectangles via vertical and horizontal grids, afdcan be . . L _
in_a big network are divided into many clusters, and each

defined as any of these rectangles. In this example the acclig®¥ier has a clusterhead [13]. Each node in a cluster needs to

of p and D depends on the size of rectangles, and the value ~ " : . .
) . send its data to the clusterhead in order to communicate with
of these variables will be constant on each rectangle, so we ; S )
. . . X odes in other clusters. The communication directed from the

deal with a discrete version of equations and operators.

r : )
example the partial derivative in direction will be written in cllster nodes to their clusterhead is an example of many-to-

: = . . one communication.
terms of the difference of the value 6f on adjacent horizontal L = -
. In the many-to-one scenario, if we havelathat satisfies
rectangles and the distance between the rectangles. For the

o . tations (6), we can find the routes that can be used to send
sake of simplicity, in the rest of this paper we assume that ' L i
. ) : = e traffic of sources to the destination. In order to define the
size of S is small enough so that we can deal wjtrand D

) ) routes based on the valuesBf we need to define the concept
as continuous variables. = of load flow lines These lines are similar to the electric flux
A problem of the above formulation and definition &f

is that the amount of load obtained from equation (1) m lines in electrostatic theory [1] [2]. The load flow lines are a

o : g\mlly of two dimensional curved lines that are always tangent
not reflect the actual need for communication resources in the L = L L
) T ) 0 the direction of theD and their orientation is the same as
network. Consider a situation in which we have two source: : : = ) .
o . o ) ) . e orientation of theD. The load flow lines cannot intersect
destination pairs that their line of sight intersect with eac P .
L T . except at a source or the destination; if they intersect, at the
other but they are heading in opposite directions. In this case. . X o ,
. . ..~ point of intersection the direction of the field would not be
the opposite loads might cancel out each other. This situation . )
. i g single-valued. The other property of the load flow lines is
has been illustrated in Figure 2. This issue may be resolved )
o S 7 at these lines always start at the sources and end at the
by partitioning the set of source-destination pairs into groups .. .~ = = " . .
. . L estination; this fact is because the value of divergence in
and putting the cancelling pair in different groups. Each group

has its own load vector field. We will see how we can dealquatlons (6) is positive at the sources, and it is negative only

with this issue in the next section at the destination.
' We use the concept of the load flow lines to derive routing

from D. If we are at a source lik;, we can start a short range
Il."UNIFORM LOAD DISTRIBUTION AND ROUTING transmission along the direction of one of the load flow lines
Given a set of desired paths for each source-destination pging out of this source. We assume the nodes are densely
we obtain a load density vector fiel@ as explained in the distributed in the geographical area of the network, such that
preceding section. In the special case where the desired pathde like nodeR; exists such that the line connectisg to

follow line of sight, D satisfies the following equations Ry is close enough to the load flow line. Nodg continues
S 5-p relaying the packet of; by sending it to another node ling,
{ Do(2) =0 for = € Boundary of A (6) in the direction of the load flow line. By using this mechanism

and considering the fact that the load flow lines always end at
in which A denotes the geographical set that contains tliee destination we are guaranteed to send the packets of the
network andD,,(z) denotes the normal component bf on  sources to the destination. This scheme has been illustrated in
the boundary ofA. The first equation in (6) is the naturalFigure 3. In this figure the solid curve shows the direction of
limitation imposed by the sources and the destination. Thetypical load flow line. As it has been shown, this load flow
second equation comes from the fact that no load is desidate has been approximated by a sequence of wireless links
to exit the geographical area of the network or enter into lietween nodes.
through the boundary. One issue that must be resolved regarding the above ap-
It is straightforward to show that for any load density vectgsroach for routing is that theoretically it might happen that
field (not necessarily line of sight), equations (6) are satisfigidfinitely many load flow lines might start from each source,
In fact, an alternative definition of a load density vector fieldnd we should solve the problem of which load flow lines
is any vector field satisfying these equations. The originghould be chosen for the purpose of routing. If we can create
definition D in the preceding section started with a set aP paths from the source to the destination, we propose to pick
desired paths and obtained from that the vector field. Usidgload flow lines that start at the source and depart from the
the alternative definition, we will be able to generate a set sburce in different and evenly spaced directions. For example
desirable paths by imposing conditions that together with (8) P = 8, the angle between successive load flow lines at the
uniquely specifyﬁ, and then deriving the paths from. source is360°/8 = 45°. In this example the source breaks
We approach the problem in two steps. First we considiés traffic among8 paths. The amount of traffic assigned to
a many-to-one communication scenario. Then we apply teach path is proportional to the magnitude of theat the



in which % is a unit vector perpendicular tband j. More
precisely,k = i x j. The proof of Lemma 1 is given in [10].
Based on the result of the this lemma, we can write a set of
partial differential equations for the optimﬂf*:

V-D*=p VxD*=0 (12)

Dest . A , . .
Fig. 3. Approximating the path given by a load flow line by the links madd h€ above equations are similar to Maxwell's equations in
by the relaying nodes. the electrostatic theory. In the theory of partial differential

source along load flow line corresponding to that path. Basgguations it is proved that the above e%uatigns along with
on the fact that there is only one destination in the netwofR€ Poundary condition given by (6) give* uniquely. The
for the many-to-one scenario, the cancellation problem that \}\l;gere.stmg.fact is that in the theory of elgctrostatlcs, !\/Iaxyvgll S
discussed in the previous section does not exist for this cagguations imply that the stored energy in the space is minimal.
So far we have established the basic concept of load veckipwever, our definition of energy is a little bit different from

field, and described its connection to routing in the many-t§at in the electrostatic theory. oL
one scenario. Thus, giveB, we can obtain routes. However, Mathematically, a vector field for whickx D = 0is called

equations (6) do not specif§p uniquely. The remaining issue & Conservative vector field. It is proved that such a vector filed
is to decide what additional condition(s) to place dhso Can be expressed as the gradient of a scalar field. In other
the resulting vector field generates a desirable set of routd@rds: L
The intuition we follow is that by makingd as uniform as D =vVU (13)

possible, we will obtain routes that will cause the traffic tgh which U/ is a scalar function known as the potential function.

be highly dispersed throughout the network. In turn, this witthen the set of equations defined by (12) reduces to:
decrease both node congestion and collisions and lead to high

throughput. VU = p (14)
The uniform load distribution can be formulated as mini

. s . in which the operato®/? is defined as:
mizing the following cost function:

0? 0?
5 5_ 5y Vi=o5+33
J(D) :/A|(D—Dm,)| ds @) x Y
The boundary conditions fab implies that the gradient di

in which X, is the average value of the vector fie on is zero on the boundary along the direction that is normal to
the setA, and it can simply defined as: the boundary. In other words:

Xoo = ﬁ / X ds. 8) VU(z)-i(z) =0 =z € Boundary ofA (16)
A

in which 7(z) is a unit vector normal to the boundary.

The quadratic form of the cost function in equation (7) causesThe partial differential equation defined by (14) is known

the load to be distributed as uniformly as possible. It preveris the Poisson equation. The potential function found as the
having high loads somewhere in the network while the reolution of this equation has very nice interpretations for the
sources are underutilized somewhere else. One interesting faghy-to-one scenario. Firstly, the potential function gives a
about this cost function is that it is similar to the definition ofough idea of how much effort by the network is needed

energy in electrostatic theory. The above optimization probleim send data from a source to the destination. This effort is
can be summarized as: proportional to the potential difference of the source and the
destination. Secondly, the potential function gives insight into
the routing. Based on equation (13), the routing is done in

(15)

Minimize J(D) = [, |(D — liw)\2 ds

§Ubj§Ct to: (9) the direction of the gradient of the potential function. Some
V-D=p concerns like the possibility of forming routing loops are
Dy(z) =0 z € Boundary ofA naturally avoided since the potential function changes strictly

The following lemma provides the key to finding the SO|umonotonic in the nodes that form a path from the source to

tion of the optimization problem defined by (9). the destination.
Lemma L1:If D* denotes the optimal solution of equation (9),

then it satisfies: B. General Case

Now we turn our attention to the general case in which every
arbitrary pair of nodes can communicate with each other. Our

In the above equatioW x is the two dimensional curl operator,@PProach to this problem is to break it into several many-

V x D* =0 (10)

and it is defined in the following way for a vector field = t0-one problems. We consider the case in which there are
[F, F,): several destinations, and all sources want to communicate to
these destinations. Assume there atesuch destinations in
[ OF, OF,. - the network denoted b2 = {dy,ds,...,d,}.
VxF=(-32+ Y (11) 9= {ds, dz s
oy oz Now we can formulate the problem of uniform resource
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utilization in the general case. Assunig and p; denote the
load density vector field and density of sources for tHe
destination respectively. We have:
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V-D; =p; (17)
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It follows from the original definition of the load den-
sity vector field as being derived from the tangent vectors
of the desired paths for each source-destination pair that
D = Y™, D,. To fully determineD, we need to specify
the optimization problem that it should satisfy. One wa
of generalizing the uniform load distribution problem is t
formulate it as the following optimization problem:

Minimize J = S-7 | [, |D; — Diay|*ds
Subject to:

V-Di=p; 1<i<m

D,i(2)=0 ze€BoundaryofA 1<i<m

\
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in which D,,;(2) denotes the normal component Bf on the
boundary ofA, and D;,, denotes the average 6f; on A as it
is defined by equation (8). The above formulation of the cost
function implies that the problem is decomposed into several

optimization subproblems, and for tt#¢ destination we have: Fig. 5. The value of the potential FuncHis

Minimize J; = [, |l37; - 5,;,“)\2ds of sources ist0 and the sources are randomly distributed in
§ubj§Ct to: (19) the network, and they have equal weights.

V-D;=p; Figure 4 shows the direction of the for the given ar-
D,i(z) =0 =z € Boundary ofA rangement of sources. In this figure eachepresents a source,

except thex in the center in the coordinaté00m, 500m) that
o L shows the destination. We have numerically solved the Poisson
V-D;=p; VxD;=0 (20) equation given by equation (14) with the boundary condition
D,i(2) =0 for z € Boundary of A given by equation (16) on 20 x 20 grid to find the potential

The form of the cost function in equation (18) does not ensu?éncuon U Then we hgve ff’“r,‘“D by taking the _gradpnt of

an integrated optimization for different destinations since tie 1€ line segments in this figure show the direction of the
value of the load density vector fields for different destination%[Jtlmal load de_nsny_ ve_ctor field in t.h eﬁne_twork terrain. As
are obtained independently. One might make changes in fhgan be seen in this figure, the opt_mﬁ_ldlvgrges fro_m the
form of the cost function to achieve an integrated optim&lourceS and converges to the destination in the middle. The

solution. One way to do this is to change the cost function E{hgr obsfervatu;n ?,bOUt fth|_s ;‘:gure r'f thlat the df|r(ra1ct|orDof }
the following way to achieve an integrated solution: eviates from the line of sight at the places of the networ

- that are far enough from the destination, and it gets closer to
= = 9 the line of sight of the destination in the vicinity of it.
J= / (Z |Di = Diay|)” ds (21) In the expgriment, we have split the demandtyof each source
) o ) ] o among8 paths that go out from that source in evenly spaced
This cost function is consistent with the definition of the cost i ections. In other words, the traffic from each source uses
the case ofn = 1; however, it is not quadratic except for = jtipath with 8 paths from the source to the destination.
L. Unfortunately, it is hard to find simple partial equation§he amount of load assigned to each path is proportional to
that give the solution of the problem when the cost functiofe ansolute value of thé on that direction. It should be
is defined by equation (21), but this optimization problem cafl,nhasized that the splitting is done only at the sources, and
be solved by using numerical methods. once the traffic of the source is split, it follows the direction of
optimal D toward the destination. Figure 6 shows the routes
IV. SIMULATION RESULTS found by this method. In the figure eachrepresents a source.

In this section we will show the results of the simulatioAs can be seen in the figure, eight routes are used for each
for the proposed method of distributing the load in the nesource. Figure 5 shows the value of potential functibfound
work. In this simulation scenario nodes of the network atgy numerically solving equation (14) on28 x 20 grid.
distributed in al000m x 1000m square. The number of nodes To have a basis of comparison we have also calculated
in the experiment i9500. We have simulated a many-to-onghe routes that use the line of sight. In this routing scheme
scenario in which all sources try to send their data towardeach source tries to send its data toward the destination by
single destination. In this experiment we have assumed ttedaying its data to the node that is within its communication
destination is located in the center of the square. The numlbange and is closest to the destination. Figure 7 shows the

or equivalently:

i=1



oer Exp. Elec. Line of Sight | improvement
1 6.5 x 10° 4.6 x 10° 39%
2 5.5 x 10° 3.8 x 10° 43%
3 5.7 x 10° 5.0 x 10° 14%
4 5.4 x 10° 3.6 x 10° 51%
&l 5 [58x10° | 4.7x105 23%
a0l TABLE |
300 1 The comparison of the electrostatic approach with the line of sight approach
200f for different simulation runs
100 m
Fig. 6. The routes from the sources to the destination. Bapresents a . . L L
source; e|ght routes are assigned to each source. be aChIeved |f we U‘y tO d|Str|bute the Commurnca.t'On |Oa.d as
uniformly as possible across the network. Under this assump-

tion, in the case that many sources want to send their data to
a single destination, the optimal solution of the problem can
be achieved by solving a set of partial differential equations
similar to Maxwell’s equations in electrostatic theory.

In this work we have assumed that the information about the
location of the nodes and the amount of the demand of sources
is known in a central route server. However, a decentralized
approach can be obtained by using a flooding mechanism in

R which the nodes advertise the information of their location and
R their demands to to the other nodes in the network. Another
Fig. 7. The routes from the sources to the destination. Eaipresents a direction for extending our work is taking into account the
source; in this case routes from each source to each destination are close t0 = .
their line of sight. possible mobility of the sources. In this case the load vector

field will be time varying, and it might be possible to make
routes calculated by this method. By comparing this figuigh analogy between the routing problem and the electric field
with figure 6, it can be seen that in the case of using optiﬁlal propagation in the electrodynamics theory.
the resources of the network are utilized much more uniformly.
To evaluate the difference of using optinﬁl to the case in
which we use the line of sight, we have simulated both case
by using Qualnet [12] simulator. In the simulation experimen
the MAC protocol is802.11, and the maximum transmis-
sion range of each node is abot meters. Each source
is considered as CBR source sending blocks286 bytes REFERENCES
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