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Abstract—We consider a wireless backbone network with free transmitting and receiving interfaces (transceivers) it has. This
space optical point-to-point links. Each backbone node has a interface constraint considerably changes the nature of the
limited number of transceivers with which to establish links algorithmic problem as described below.

to neighbors. Requests for aggregate bandwidth between pairs . .
of backbone nodes arrive one-by-one and future demands are 1 here are also important differences between topology de-

unknown. When a demand arrives, a bandwidth guaranteed sign for reconfigurablwireline OptiCEl' networks and tOpO'Ogy
path is established between the source and destination backbonecontrol for wireless optical networks. For wireline networks,
nodes. Each time a path is established, it appropriates resources—transmission range is not a major issue. Also, if the optical
link bandwidth and transceivers—that might be needed for future v o has sufficient resources so the routing and wavelength
demands. The problem we consider is that of determining how . bl . | \vabl h h
to choose the bandwidth guaranteed paths in order to minimize assignment problem IS always solvable, t en whenever a
the likelihood that future demands will be rejected due to lack of Source and destination both have an available interface, a direct
resources. The algorithm we propose is distinguished by its taking connection (one logical hop) can be established. On the other
into account the potential interference with future demands hand, in the wireless case, unless the destination is within the
caused by the reduction of the number of available transceivers ., mission range of the source, a multihop connection is
when new links are established. Through simulations, we demon- red h blished | logical
strate that the performance of the new algorithm is superior to  F€duirea. For.t ese rgasqns, mgny published results on logica
existing alternatives. topology design for wireline optical networks [4], [5], [6], [7]
are not directly applicable to free space optical networks.

I. INTRODUCTION There have been many routing protocols developed for

8bile ad hoc networks [8], [9]. The focus is generally on

Free space optics is attracting interest as an alternative™t ) Sl & 29
des with significant mobility and the routing is generally

radio for links in certain wireless networks. Such technolodq ket-b ket basi f s diff
is expected to provide unprecedented bandwidth, massid'® O @ pac et-by-packet basis. Our focus is different. We

carrier reuse, ultra-low interchannel interference, low pow&f€ klkr;teresséedhln rOL:\tAllngkfor ?deglvorks I\INIIth opc}!cal \;Vlreligs
consumption, and cost savings where electrical wires aRgckPonesSuch anetwork could be a cellular radio network in

optical fibers are too expensive to deploy and maintain [v]/.hich the basg statipns are interconnected.by free space optical
A key distinguishing feature of optical wireless networks idnKS- The optical wireless backbone consists of the base sta-
that the links are point-to-point rather than broadcast. tions together Wlth additional switching nodes. Altgrnatwely,
Topology control and routing are essential concerns me free space optical backbone pou!d be used to interconnect
wireless networks. In a broadcast wireless network, there hoc_: r_1etworks._ _For ‘he_s?’ applications, the backbone n_odes
two aspects of topology control. The first is to control pow ave limited mobility and it is reasonable to s_et up bandwidth
to regulate the transmission range in order to reduce imerngaranteed paths to carry aggregate waffic between these

ence between transmissions. This determines which nodesréqges' Sif‘ce mobility is less Of. an issue_, the ho.Iding time
f(% paths is much greater than in the typical mobile ad hoc

within the transmission range of a given node and hence whi works. B \a banduwidth teed path S b
potentiallinks are present. The second aspect is the selectigh-VOrks. By using bandwidth guaranteed patns, QoS can be

of which potential links to use for transmission; such ”nkgrowded on an aggregate, and hence scalable, basis.

will be calledactual links Although considerable research has If resources afre I:cfmlted, the topology should reflect th_e
been done on topology control for wireless networks, it mostffTreNnt pattern of traffic demands. However, we are assuming
at demands cannot be accurately forecast in advamo-

focuses on broadcast networks [2], [3]. The topology contr o .
problem in a point-to-point network is significantly differenS€duently, the topology must be modified as demands arrive

than that in a broadcast network. In a broadcast network,aﬁd depart. In particular, links must be established as paths

node can establish links with all of its potential neighboré‘.re chosen to route arriving demands, so topology control is

In contrast, in a point-to-point wireless network, the number

. . L 1Depending on how the wireless network is deployed, it may or may not
of links a node may establish is limited by the number cH(e reasonable to assume that aggregate traffic demands between backbone

nodes can be estimated in advance. In a companion paper, we have developed
This research was partially supported by AFOSR under graatgorithms for topology control and routing when such estimates (e.g. traffic
F496200210217. matrix) are available [10].



integrated with routing. problem. The integrated algorithm is given and analyzed in

The specific problem we consider is as follows: We hawection Ill. In section IV, we examine the performance of
a geographically distributed set of nodes which are eithtdre algorithm proposed and compare with other algorithms.
stationary or have limited mobility. Each node has a limiteBinally, the conclusion is drawn in section V.
number of wireless optical transmitters and receivers. A subset
of nodes constitutes sources and destinations. Requests for
aggregate bandwidth between pairs of backbone nodes arrivé this section, we first describe and model the point-to-
one-by-one and future demands are unknown. Each timdP@int wireless backbone network with interface constraints;
demand arrives, a bandwidth guaranteed path is establisH&@n we present the routing and topology control problem for
between the source and destination backbone nodes. fiHg network. Each node is equipped with a limited number of
path may include potential links as well as actual (alreaddPint-to-point wireless interfaces (transmitters and receivers),
existing) links. When the path is established the potenti@hd is either stationary or has limited mobility. We assume
links become actual links and interfaces are consumed. Thift & unidirectional wireless communication link can be setup
the establishment of the wireless topology is integrated wit¢tween each node and any node within its transmission range
the routing of the paths. Each time a path is establishgyovided the first node has an available transmitter and the
it appropriates resources-link bandwidth and transceivergecond node has an available receiver. Furthermore, there is
that might be needed for future demands. The problem W€ interference between transmissions.
consider is that of determining how to choose the bandwidthAll network information information, such as the existence
guaranteed paths in Order to create minimum interferen@épotential and aCtual |inkS, the reSidual bandW|dth of aCtUaI
with unknown future demands—to minimize the likelihood thdtnks, and the number of free interfaces on each node are
future demands will be rejected due to lack of resources. Ndtgown to all nodes in the network—e.g., via an extended link
that since the demand sequence is not known in advance Sk#e routing protocol. The routing path of a request is com-
on-line algorithm is required that routes an arriving demarRited at its source node. We make the simplifying assumption
and establishes new links based on the current state of tRat after a request is routed, the network information available
network. This is in contrast to the case where estimates of fifeeach node is immediately updated and that the updating does
traffic demands (e.g., a traffic matrix) are known in advandt occupy any bandwidth.
so the topology and routes can be determined off-line.

The problem we are considering is related to the “Minimum

Il. SYSTEM MODEL AND PROBLEM DEFINITION
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Interference Routing” problem in the literature. (See e.g., [11], ‘ BOSURIS " S ,Ol.j
[12], [13].) However, it differs from the problem considered .~ T R o’ o Ty
in these references in that it includes topology control as well I
as routing. In Minimum Interference Routing, the network Fig. 1: Node Tranformation

topology is given, and the problem is to determine routes for
the arriving demands. A route can always be chosen if theFigures 1 and 2 illustrate the key feature we use to incor-
path contains sufficient residual bandwidth. In our problempprate interface constraints into the graphical modeling of the
it is the potential topology that is given. When a demand isxetwork. As shown in Figure 1, we transform a node in the
routed, any potential links on the path must be converted network into a group of nodes, which includes a main node, a
actual links. This can only be done if interfaces are availableansmitter node, a receiver noddransmitter interface nodes
In [14], minimum interference routing is extended to includand r receiver interface nodes. The incoming potential links
lightpath establishment (wavelength routing) as well as routing the original node are redirected to the receiver node, and
in the logical topology. However, that work explicitly assumethe outgoing potential links go out from the transmitter node.
that the establishment of paths is never prevented by limitatidhe main node has an interface link with every transmitter
on the number of interfaces. (receiver) interface node where the interface link has infinite
Since the Minimum Interference Routing problem is NPbandwidth. The interface links also exist between the transmit-
hard [11] and our problem is an extension of it, our problener (receiver) node and every transmitter (receiver) interface
is NP-hard. We propose a heuristic algorithm to solve thede.
problem. In our algorithm, we exploit the knowledge of the In Figure 2 we give an example to show how this model
ingress-egress pairs to select a path that does not interferks. The original network is shown in Figure 2(a) which
too much with potential future demands. The basic idea iiscludes 4 nodes, and those nodes are connected with bidirec-
to defer consuming bandwidth on certain ‘critical’ links otional potential links (dotted lines) each of whose bandwidth
establishing new links that consume ‘critical’ interfaces. Thie 1 in each direction. Suppose each node has two transmitter
notion ‘critical’ means that if the link is heavily loaded or thenterfaces and two receiver interfaces; then we model the
interfaces are used up, it would make it difficult or impossibleriginal network as in Figure 2(b). After one requést- 2
to satisfy future demands. with demandr is routed on the network, the interface links
The rest of paper is organized as follow: Section Il describasd potential link are replaced by a cut-through path and the
the system model and defines the routing and topology contresidual bandwidth on the cut-through path isr, as shown in



Fig. 2(c). The solid line represents the actual link. Removirgath for a setup request to avoid interfering too much with
the interface links means that those interfaces are occupfatlire demands, the algorithm must consider tradeoffs between
and cannot be used to build other point-to-point connectiornsumption of interfaces and consumption of bandwidth on
Multiple connections between a pair of potential neighbors aeisting links.

not allowed; thus we remove the potential link as well. For
future reference, we note that when the algorithms we consider
require counting hops, interface links are not counted.

(b) path 1-2-4

Fig. 3: Different routing paths for requedt— 4

Now we define the topology control and routing problem.
Given an ad hoc network of nodes interconnected by a set
of unidirectional links€ (actual, potential or interface links).
A set B which includes information about residual bandwidth
on every link, and a sef which stores the information about
availability of each interface are maintained and updated when
necessary. A list of ingress-egress pditss given and every
setup request is frormP. A setup request is defined by a
triple (s;, d;, b;) wheres; is the ingress nodel; is the egress
node andb; is the amount of bandwidth required for request

Continuing the example, now we have another setup requéstVe assume setup requests come in one at a time and there
1 — 4. There are two possible paths: 1-4 and 1-2-4, as showenno knowledge of the characteristics of future demands. In
in Fig. 3. The first path is a shorter one, while it uses anothstatic case, a routed request never leaves the network. While
transmitter interface of node 1. Thus, if a requést—> 3 in dynamic case, a routed request will leave the network after
arrives, it will be rejected. On the other hand, the secom®me holding time, and as result, some unused actual links
path is longer, but it will not cause requests to be rejectedll be torn down and unused interfaces will be released. The
just because of the interface constraint. However, the secmfigjective is to determine a path (if one exists) along which
path consumes more bandwidth compared with the first omach demand is routed so as to make ‘optimal’ use of network
and it may cause requests to be rejected on link 1-2 dresources under interface and bandwidth constraints, and at the
to insufficient bandwidth. Therefore, in selecting a ‘goodsame time build the network topology (construct actual links).

(c) Network status after one request routed

Fig. 2: Network Model



Ill. INTEGRATED ALGORITHM causes a greater restriction on the number of additional links
) _ i i i . that may be formed with that node. Thus we use another factor
n this section we first review the_l_"notlon of MINIMUM, 1 1 /52() to affect the weight of interface link € b,
interference routing, then define the critical links and Cl’ltlc%hereo(l) is the number of free interfaces 8 owner node.
InthrfaI.ctes Aa'tnld ?'Ve the Weltgm fl%”tCt'O“t tg elvalq?r:e their Another observation is that the basic weight of the general
criticality. ast we present the integrated algorithm an j ; ; ; j
nal Zeyits commlexit P 9 9 Fi*r_]ks (Lpy \ Tb%,) and the interface linksZ(?,) should be
y plexity. _ different since they are different types of links. We usg
Since the future connection requests are unknown, Whga the pasic weight for general links ang for interface
routing a setup request, we should select a path that dg@gs. The ratio ofw; by wp should be different for different
not interfere too much with the paths that may be critical tQetworks since the relative importance of interfaces compared
future requests. This concept is referred to in the literature @& pandwidth depends on factors such as the node density,
minimum interference routing.1]. Since any link or interface |ink pandwidth and number of interfaces per node.
could be used for future setup requests, we need to decid@y taking into account all factors above, we get equations
which ones are the most important to future requests. Thy$) and (2) which are used to compute the weights for general
the notion ofcritical link andcritical interfaceare introduced. |inks and interface links respectively,, is the weight of the
chance that some future requests can be satisfied decreasesggpair, andp is the set of all ingress-egress pairs.
matically. Since some links and interfaces are more important

than others, it is reasonable to assign weight to the links and K . ;
interfaces to reflect their criticality. Some weight evaluation (1) = Z s Z K—i+1 o bl , )
functions forlinks in wired network have been proposed. In (s,d)eP i=1_ K r(l)

[11], the maximum of the weighted sum of the remaining 1ELPg Tt

maxflows (SWUM-MAX) is used, the maximum throughput % .
pf the corresponding multi-commaodity flow problem_ is _used w(l) = wr Z ey Z K—-i+1 o 21 @
in [12], and [13] uses a procedure based on consideRng (s.d)eP P K 02(1)
widest-shortest paths (WSP) for each ingress-egress pair to ' LeTbyy
compute the weight for each link.

In this paper, we extend the procedure used in [13] #®lgorithm 1 Integrated Routing Algorithm
compute the critical weight for each link (potential and actualhput: A transformed network grapld(\, &), (€ includes
and for each interfaceThis procedureK-WSP under bottle- actual links, potential links and interface links), a #etndi-
neck and interface eliminatiorcomputes the critical weight cating the residual bandwidth for each link, a $andicating
by making use of WSP algorithm. The procedure starts Iptye number of free interfaces for each node, &%ef ingress-
selecting the widest-shortest path between paid). Let Lpl, egress pairs and a setup request, di., by)
denote the set of links constituting this widest-shortest patbutput:A path betweens;, and d; with bandwidthb;, units
and btl!, be the corresponding available bandwidth for thisr none
path. LetLb,, denote the subset of link(s) whose residual;. compute the critical link sets using K-WSP under bot-

bandwidth is equal tdtl,,, andZb,, denote the subset of  leneck and interface elimination procedure for each pair
interface links inCp! ;. The second WSP fds, d) is computed (s,d) € P. Find setsCpi,, £bi, andZb:, for the it"

after the links of the se£b;, andZb;, are removed fromthe  \ysp path.

found or no more WSP is available. (1) and (2).

In the above procedure, the significance of the paths is i: Eliminate all links whose residual bandwidth is smaller
descending order, i.e., thi& WSP is more important than the  than bi.
(i+1)" WSP, since the'" WSP has more residual bandwidth 4. Use Dijkstra’s algorithm to compute min-weighted path
than the(i + 1) WSP. In accordance, the weights of links R on the reduced network withy (1) as weight of linki.

in the setCp, should be proportional to a factef,, where 5. |f R exists, reservé, units froms; to dj, along R, update

v, is a decreasing function af Here we use function®; = sets&, B andZ.

(K —i+1)/K.
Intuitively, a link with less residual bandwidth should be Using the Dijkstra algorithm [15] to compute WSP, the

more critical. Consequently, bottleneck links 41b!; should complexity is in order ofO(nlogn + |£|), wheren is the

be assigned a higher weight than other links. Therefore, thember of nodes. So in algorithm 1, the complexity of step 1

weight of link I € Lp;, \ Zb},; should be proportional to ais O(|P|K (nlogn + |£|)), step 2 isO(|P|K (n + |£])), step

factoru’!. We setu”, = btli,/r(l), wherer(l) is the residual 3 is O(|€]), step 4 isO(nlogn + |€]) time and step 5 is

bandwidth of link!. O(n). Typically, K is a small number andiP| is constant.
Intuitively, a free interface on a node with fewer freérherefore, the the computational complexity of the algorithm

interfaces should be more critical since using the free interfaise) (n log n+|€|) totally. We refer to algorithm 1 as SMIRA




IV. PERFORMANCESTUDIES 5000 requests, while for network 2, every request sequence

In this section, we compare the performance of our alghicludes 10,000 requests. In _network 2, the larger transmission
rithm, SMIRAI, with SMIRA ([13]), widest shortest path fange leads to more possibility to route setup requests, so we
WSP and shortest path (SP). SP routes the traffic demdifd more requests to get some rejected requests to show the
on the shortest path from source to destination consisting Rfffformance. In both tests, we finally chasg = 1 since this
both potential links and actual links. A potential link can onlyvz/ws ratio worked better than others.
be used if there is an available transmitter at the head and
an available receiver at the tail of the link. When a path is

800 [T SMIRA_I, WI=1 e

chosen, the potential links are converted to actual links and SI\\//I\I/EQ pr— i
interfaces are consumed. Link bandwidth is decremented by SP ——

the amount of the traffic demand. WSP is similar to SP but§ 600
if there are multiple shortest paths, it chooses the one whos&
minimum residual link bandwidth is maximum. SMIRA was 3
designed for minimum interference routing in an completely §_ 200 Lo
specified topology—i.e., all links are actual links. As such, it 5
does not consider constraints on the number of transmitterg
and receivers. However, we can adapt it to our problem by§ 200 L] 4
applying it to the partially specified topology consisting of
both potential and actual links, and requiring that a transmitter
and receiver be available whenever a potential link is used.
Adapted in this way, the difference between SMIRA and 12 38 4 5 6 7 8 9 10
our algorithm, SMIRAI, is that SMIRA does not assign an_.
interference weightw; to interface links in the transformed™'9:
graph. Consequently, in contrast to SMIRASMIRA does
not have a tendency to avoid paths that include potential links
whose use consumes interfaces that are likely to be needed for ;44 E—
the paths of future demands. It is also important to emphasize SMIRA_ L i
that in all of these algorithms, when the length of a path is i WSP
computed, only the potential and actual links are counted, nots
the interface links. E.g., a path consisting of three potentialg
links is regarded as a three hop path even though in the
transformed graph the path also consumes six interface link
We setK = 3, wg = 1 and ¥(s,d) € P,a,q = 1 for
SMIRAL_I. The choice ofw; is left as an adjustable parameter
to be optimized based on experimental results. (See below.)§
The experiments are carried out using two different ran-=
domly generated networks. In both networks, there are 100
nodes randomly located on1®00 x 1000 plane. In network
1 the transmission range is 150, and the transmission range 1 2 3 4 5 & 7 8 9 10
is 175 in network 2. Each node has 4 transmitter and 4
receiver interfaces. Each ingress-egress Beincludes 50 Fig. 5: Static Case: Number of rejected requests for 10 dif-
different ingress-egress pairs that are randomly selected from ferent ingress-egress-pair sets on network 2
100 nodes. Requests are generated randomly and are uniformly
distributed among all pairs iP. In all experiments’ the The test results for network 1 are shown in Figure 4, and
bandwidth demand of each request is uniformly distributdfie results for network 2 are shown in Figure 5. The figures
from 1 to 3 units and is integer. The performance is measurg@ow that SMIRAI performs the best for most ingress-egress-

4: Static Case: Number of rejected requests for 10 dif-
ferent ingress-egress-pair sets on networkl

1200

800 m =

er of rejeg:?ed

400 A b .

by the number of rejected setup requests. pair sets, and WSP follows. SMIRAreduced the rejection
, rate up to 98.6% compared with SMIRA, 95.2% compared
A. Static requests with WSP and 94.4% compared with SP. Averaged over

Static requests means a routed request never leaves dhehe experiments, SMIRA reduced the rejection rate by
network. In both networks, the initial bandwidth of eacl$2.7% compared with SMIRA, 39.5% compared with WSP
general link is 1000 units. For each of the two network@nd 48.9% compared with SP.
we test 10 different ingress-egress-pair sets. For each ingress- )
egress-pair set we generated 10 different request sequerite®ynamic requests
and computed the average number of rejected requests. In thBynamic requests means after some holding time, a routed
experiments on network 1, every request sequence includeguest will leave the network. Consequently, it may happen



that after some time, there are no demands that are routed over T T
2000 SMIRA_I, WI=2 m—
SMIRA ===

an actual link. In this case, the link is torn down and becomes
a potential link once again, and the interfaces are freed up and e —
become available to other potential links. 2
The tests are conducted under the following scenario. Re<
quests arrive between each ingress-egress pair according toga
Poisson process with an average ratend the holding times g
are exponentially distributed with meéﬁn In our experiments,
% = 5. We use the same networks as in static case, but th&é 1000 . N
Eandwidth for each link is 20 units. As in static case, we test3
10 different ingress-egress-pair sets. For each ingress-egress-
pair set we conducted 10 different 10,000 request sequences
and computed the average number of rejected requests. 500 —
The test results for network 1 are shown in Figure 6, and the o234 s 6789 0
results for network 2 are shown in Figure 7. For network 1, we ) _
use as the interface weight factay; = 3, while for network Fig- 7: Dynamic Case: Number of rejected requests for 10
2, we usew; = 2. The figures show that SMIRA performs different ingress-egress-pair sets on network 2
best for every ingress-egress-pair set. SMIRreduced the ,.commodation of future demands caused by the consumption
rejection rate up to 29.4% compared with SMIRA, 19.5%;s available interfaces to set up new links.
compared with WSP and 20.1% compared with SP. Averaged

est!

1500 f . 4
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