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Optical Network Design with Optical Constraints in

IP/WDM Networks∗∗

Kwangil LEE†∗ and Mark A. SHAYMAN†, Nonmembers

SUMMARY In this paper we consider algorithms for the
logical topology design and traffic grooming problem in WDM
networks with router interface constraints as well as optical con-
straints. The optical constraints include restricted transmission
range due to optical impairments as well as limits on the num-
ber of available wavelengths. We formulate this problem as an
integer linear program which is NP-complete. We then intro-
duce heuristic algorithms which use a graphical modeling tool
called the Virtual Neighbor Graph and add lightpaths sequen-
tially. The best performing heuristic uses a so-called Resource
Efficiency Factor to determine the order in which paths are pro-
visioned for the traffic demands. By giving priority to demands
that can be routed over paths that make efficient use of network
resources, it is able to achieve good performance both in terms
of weighted hop count and network throughput. For finding op-
timal multi-hop paths sequentially, we introduce interface con-
straint shortest path problem and solve it using minimum weight
perfect matching.
key words: logical topology, traffic grooming, optical impair-
ments, Interface constraints, Resource Efficiency Factor

1. Introduction

Wavelength-division multiplexing (WDM) networks are
considered to be a promising technology for the next
generation wide area networks because of their reconfig-
urability and plentiful bandwidth [3]. WDM networks
set up lightpaths dynamically by reconfiguring the op-
tical switches and can provide single hop communica-
tion channels between end nodes. This eliminates the
electronic processing at intermediate nodes along the
path and significantly reduces delay. However, there
are several limitations precluding the establishment of
lightpaths between every pair of nodes. First, there are
a limited number of router interfaces. Second, light-
paths have a limitation on their physical extent due
to various transmission impairments, e.g., attenuation,
cross-talk, dispersion, and nonlinearities. Third, not
all optical network elements are able to perform wave-
length conversion. Consequently, it is necessary to have
electronic switching over multiple lightpaths for traffic
between some source and destination pairs [1], [10], [11].
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Much research has been done on the logical topol-
ogy design and traffic grooming problem. That research
has focused largely on the formulation of the problem
using Integer Linear programming (ILP) [1], [3], [5], [10]
but the problem is known to be NP-complete. Conse-
quently, many heuristic algorithms are proposed which
typically relax some optical constraints so as to reduce
complexity of the problem. However, most of these
algorithms deal with only direct (single-hop) connec-
tion setup between source and destination pairs using
heuristic functions, considering interface availability at
the source and destination [1], [3], [4], [6], [7]. And, traf-
fic grooming for multi-hop traffic is typically left for
routing policy at a higher layer such as IP or MPLS
[6], [7]. So, at the logical topology design stage it is
very difficult to guarantee that traffic requiring more
than one logical hop will be delivered efficiently to the
destination. This becomes a greater challenge in op-
tical network design when optical constraints are ex-
plicitly modeled since the optical constraints generally
require that most traffic be multi-hop. Recently, some
algorithms have been proposed considering optical con-
straints. But, those algorithms have relaxed other con-
straints in the logical topology design such as interface
constraints [2], [10], [11]. However, for the optical de-
sign algorithms to be useful for real networks, they must
take into account both optical constraints and interface
constraints.

In this paper we investigate the optical network de-
sign problem with both optical constraints and interface
constraints. Our contributions in this paper are as fol-
lows: We 1) formulate the problem using ILP(Integer
Linear Programming) with optical impairments, 2) pro-
pose a simple and efficient graphical modeling method,
called Virtual Neighbor Graph (VNG) to solve optical
network design problems, especially for multi-hop op-
tical networks, 3) propose an integrated approach to
solve the logical topology design and traffic grooming
problem simultaneously, 4) propose interface constraint
shortest path algorithm using minimum weight perfect
matching and 5) propose several heuristic algorithms
for multi-hop optical network design using VNG.

This paper is organized as follows. Section 2 de-
scribes the optical network design problem using ILP.
This includes logical topology design, traffic grooming,
and routing and wavelength assignment problem. We
introduce the graphical modeling method of Virtual



2
IEICE TRANS. ??, VOL.Exx–??, NO.xx XXXX 200x

Neighbor Graph in Section 3. Also, we introduce in-
terface constraint shortest path problem and propose
the perfect matching algorithm in Section 4. And, we
propose three logical topology design and traffic groom-
ing algorithms using VNG in Section 5. In Section 6, we
analyze the performance of the algorithms using various
metrics and compare the performance to that of other
proposed schemes. Finally, we conclude the paper in
Section 7.

2. Problem Definition

2.1 Network and Traffic Model

We consider a network connected by bidirectional opti-
cal links forming an arbitrary physical topology. How-
ever, lightpaths are not feasible between all nodes due
to the optical impairments. For this, we assume the
optical impairments information can be represented as
the length of the linghtpath. And, each link has one
fiber consisting of W wavelengths. Each optical node
is equipped with an optical cross connect (OXC). We
assume each OXC has no capability of wavelength con-
version. So, when wavelength conversion as well as op-
tical signal re-generation is required, two lightpaths are
necessary. But our algorithms can be easily extended to
include networks that include a mixture of nodes with
and without wavelength conversion. Each OXC is con-
nected to an edge device, e.g., IP router. For simplicity,
we refer to the combination of OXC and IP router as
a ’node’ in this paper. Each node has a limited num-
ber of transmitters and receivers. And, traffic between
nodes is symmetric and each traffic demand is less than
the capacity of a wavelength. We are considering only
a single path for each traffic demand. If there is not
a single path that can accommodate a traffic demand,
that traffic demand is considered blocked.

2.2 Problem Statement

The problems of optical network design are formulated
as integer linear programs in this paper. The following
will be given as input:

V represents a set of integrated router-OXC nodes.
Eo

ij Optical network topology variable. Eo
ij = 1 if an

optical (physical) link connecting node i and node
j exists in the network.

TRi, RRi The number of transmitters and receivers
at node i respectively.

W The number of wavelengths on each optical link.
C The channel capacity. It indicates the bandwidth

associated with each wavelength.
r Transmission range. The maximum distance that

optical signals can propagate without any electrical
conversion. May be specified as a distance or as a
number of optical hops.

dij The length of an optical link Eo
ij . When the con-

straint on lightpath length is given in optical hops,
then dij is 1 if Eo

ij = 1; ∞ otherwise.
T Traffic matrix. Each entry tsd represents the aggre-

gated traffic demand from source s to destination
d.

The algorithm produces the following output:

El
xy Logical (virtual) topology binary variable. El

xy is
1 if a lightpath is set up between node x and node
y; 0 otherwise.

Y xy
sd Routing binary variable.Y xy

sd is 1 if the path for
tsd passes through El

xy; 0 otherwise.
βsd Blocking binary variable. βsd is 1 if tsd gets a route

(with sufficient bandwidth) in the logical topology;
0 otherwise.

wλ,xy
sd Optical routing binary variable. wλ,ij

xy is 1 if El
xy

passes through optical link Eo
ij using wavelength

λ; 0 otherwise.

The constraints for the optical network design are
given in Equation (1) through Equation (13).

∑

i,j

wλ,ij
xy dij ≤ r,∀λ, x, y (1)

∑

i

wλ,ix
xy = 0,∀λ, x, y (2)

∑

i

wλ,yi
xy = 0, ∀λ, x, y (3)

∑

i

wλ,iv
xy =

∑

j

wλ,vj
xy , ∀λ, v 6= x, y (4)

∑

λ

wλ,ij
xy ≤ 1,∀i, j, x, y (5)

∑
y

El
xy ≤ TRx, ∀x (6)

∑
x

El
xy ≤ RRy, ∀y (7)

∑

s,d

tsdY
xy
sd ≤ CEl

xy, ∀x, y (8)

∑
v

Y sv
sd = βsd, ∀s, d (9)

∑
v

Y vs
sd = 0, ∀s, d (10)

∑
v

Y dv
sd = 0, ∀s, d (11)

∑
v

Y vd
sd = βsd,∀s, d (12)

∑

i

Y iv
sd =

∑

j

Y vj
sd , ∀v 6= s, d (13)
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• Equations (1) through (4) are concerned with op-
tical network constraints. Equation (1) states that
the length of a lightpath cannot exceed the trans-
mission range. Equations (2)-(4) represent the
wavelength continuity constraint, that the same
wavelength is used on each optical link in a light-
path.

• Equation (5) states that each lightpath uses only
a single wavelength.

• Equations (6) and (7) express the degree con-
straints for logical topology design. The number of
lightpaths starting from or terminating at node x
cannot exceed the number of transmitter/receiver
interfaces at node x.

• Equations (8) give the network capacity con-
straints. It states that the total traffic passing
through a logical link (lightpath) does not exceed
the link capacity (a wavelength).

• Equation (9)-13) state that a logical path starts
and ends with a logical link, and the number of
incoming and outgoing logical links for a path at
an intermediate node.

2.3 Objective Function

Let hop(s,d) denote the (logical) hop distance of the
provisioned path for tsd. Then, we consider two metrics
as our objective functions: the weighted hop count and
the network throughput as shown in Equations (14) and
(15), respectively.

Minimize :
∑

s,d

tsdhop(s, d)/
∑

s,d

tsd (14)

Maximize :
∑

s,d

tsdβsd (15)

3. INTEGRATED TOPOLOGY CONTROL
AND TRAFFIC GROOMING WITH VIR-
TUAL NEIGHBOR GRAPH

Since the ILP problem as described above is NP-
complete, we turn to heuristic algorithms. In this sec-
tion, we propose a simple graphical method for multi-
hop optical network design, especially with optical con-
straints.

3.1 Virtual Neighbor Graph(VNG)

The nodes in the virtual neighbor graph correspond
to the network nodes. Given the current state of the
logical topology design and grooming process, the VNG
contains the information needed to determine what log-
ical paths and (bidirectional) lightpaths can be formed.
Two nodes x,y in the VNG are connected by a link if ei-
ther (1) there is already a lightpath between x and y, or
(2) it is possible to construct a lightpath between them.

This means that x and y both have available interfaces,
are within the transmission range of each other, and
the routing and wavelength assignment problem can be
solved–i.e., there is a path from x to y and a wavelength
that is available on all the optical links (the same wave-
length). If x and y are connected by a link in the VNG,
we refer to them as (virtual) neighbors. Even though
multiple lightpaths are available, we allow only one po-
tential logical link between two nodes at each time.

From the viewpoint of computational complexity,
it is not practical to determine the solvability of the
RWA problem for each pair of nodes in order to de-
termine if they are neighbors. Consequently, we mod-
ify the definition of neighbors slightly. We choose a
particular RWA algorithm and then say that x and y
are neighbors if, in addition to the other conditions,
the RWA algorithm produces a wavelength continuous
path from x to y. With this change, a logical topology
design and traffic grooming solution derived from the
VNG will always be a feasible solution but it is possible
that some feasible solutions may be missed. It should
also be noted that the neighbor relationships will gener-
ally depend on the particular RWA algorithm selected.
In this paper, we make use of the well-known RWA
algorithm: shortest path and first-fit. Itfollows that
finding neighbors while considering optical constraints
takes O(WN2) time at each node. Usually, W is given
as a constant, the complexity becomes O(N2).

We illustrate the virtual neighbor graph with an
example. Figure 1 depicts a sample optical network.
The nodes are connected with bidirectional optical links
and each optical link has two wavelengths, λ1 and λ2.
In this example, we assume the degree constraint is two.
Also, the distance constraint is two (physical) hops.
Then, we can construct the virtual neighbor graph as
shown in Figure 2. As shown in Figure 2, the num-
ber of virtual (potential) neighbors of each node is four
because each node is directly connected to two nodes
and the distance constraint is two. If all nodes can be
reached without any electrical conversion, the initial
VNG will be full mesh graph. On the other hand, if
the distance constraint is just one, then the VNG will
be the same as the optical (physical) topology.

Fig. 1 Example Optical Network
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Fig. 2 Illustrated Virtual Neighbor Graph

3.2 Integrated Topology Design and Traffic Grooming

We use the VNG to do integrated topology design and
traffic grooming. When a path is determined for a traf-
fic demand, any virtual (potential) links are converted
to actual links–i.e., the lightpaths are set up–and vir-
tual links that violate the constraints are deleted. Each
link in the VNG is weighted with available link band-
width on each wavelength. If the available link band-
width is not enough for the demand, then we replace
an existing lightpath with a potential lightpath if it is
available. Otherwise, it is eliminated. Our algorithm
takes the following steps.

1. Initially, construct Virtual Neighbor Graph consid-
ering all optical constraints, (1) through (4).

2. A traffic demand is chosen based on some criteria
and a shortest path is computed for the demand
satisfying interface and bandwidth constraints. If
none exists, then the demand is rejected.

3. If the path includes virtual links, then those links
are marked as actual links.

4. The capacity of each link on the path in the virtual
graph is updated (decreased) to incorporate the
bandwidth allocated to the demand routed.

5. The VNG is updated by eliminating all the poten-
tial links that lead to the violation of the interface
constraints (6) and (7) as well as of wavelength
continuity constraints (2) through (4). (I.e., a vir-
tual link is eliminated if the RWA algorithm does
not find a wavelength continuous path between the
pair of nodes.)

6. Steps 2,3,4 and 5 are repeated until all traffic de-
mands are considered. This way, a logical topology
is created from the VNG and all the routes for the
traffic demands are computed.

Let us consider an example. We use the exam-
ple network shown in Figure 1. In this example, we
consider bidirectional traffic demands and each traf-
fic demand is normalized by setting the capacity of
each wavelength equal to one. And, we assume that
there are four traffic demands sorted as follows: T =
{(t48 = 0.45), (t25 = 0.4), (t34 = 0.35), (t18 = 0.3)}. We

use constrained shortest path routing as a routing al-
gorithm. Also, we assume that the wavelength for a
lightpath is assigned randomly in this example. The
shortest paths for three traffic demands (t48, t25, t34)
are easily computed using Figure 2. After three traffic
demands are provisioned with direct links, we get the
optical network and VNG as shown in Figures 3 and 4
accordingly. In Figure 3, the thick lines represent actual
logical links (existing lightpaths) and the thin lines are
optical links available for future lightpaths. In Figure 4,
the weight of each link represents available bandwidth
on each wavelength. Also, the available bandwidth on
λ2 between 3 and 4 and on λ1 between 4 and 8 is 0
because of interface constraint at node 4.

Fig. 3 Optical Network - t48, t25, t34

Fig. 4 Virtual Neighbor Graph - t48, t25, t34

Also, the lightpaths setup for the three traffic de-
mands require the virtual graph to be updated. Com-
pared to Figure 2, we find that some nodes no longer
have four neighbors: Node 4 has two neighbors, and
nodes 2,3,7,8 each have three neighbors. Node 4 has
only two neighbors because there are no free inter-
faces available so no additional lightpaths can be set
up. Thus, nodes 2 and 7 are no longer virtual neigh-
bors of node 4. As a result, nodes 2 and 7 now have
only three neighbors. For nodes 3 and 8, they cannot
be neighbors even though they have free interfaces and
wavelengths are available. This is due to the fact that
there is no single wavelength available along the path
within distance constraints(two optical hops) and thus
a lightpath from 3 to 8 would require wavelength con-
version.



LEE and A. SHAYMAN: OPTICAL NETWORK DESIGN WITH OPTICAL CONSTRAINTS
5

Now, we consider lightpath setup between nodes 1
and 8 using the updated VNG (Figure 4). We can find
a shortest path (1-6-8) with two logical hops. And, we
easily allocate resources along this path. This requires
four optical hops and four wavelengths as shown in Fig-
ure 5. When we allocate wavelengths along the path,
we get a VNG as shown in Figure 6. This process is con-
tinued until all traffic demands are either provisioned
or blocked.

Fig. 5 Optical Network - t48, t25, t34, t18

Fig. 6 Virtual Neighbor Graph - t48, t25, t34, t18

4. INTERFACE CONSTRAINT SHORTEST
PATH PROBLEM

4.1 Interface constraint Shortest Path Problem

As explained in the previous example, the logical topol-
ogy design and traffic grooming problem is converted
into the constraint (interface and bandwidth) based
shortest path finding problem for the traffic demand
by using VNG. We call this problem an interface con-
straint shortest path problem. Usually, a constraint
based shortest path algorithm can be obtained by mod-
ifying Dijkstra or Bellman-Ford algorithm. However,
the interface constraint shortest path problem cannot
be solved in this way. Let us consider the simple ex-
ample in Figure 7. In this example, the interface con-
straint is two. And, solid links are actual links and dot-
ted links are virtual links. All links are bi-directional
and unweighted. We wish to find a shortest path in the

graph consisting of actual links and virtual links. If the
computed path includes virtual links, all virtual links
are converted into actual links. This means that if the
path contains a virtual link from node i to node j, i
and j must each have a free interface. Let’s compute a
shortest path from node 1 to node 5 using Dijkstra’s al-
gorithm. Using Dijkstra’s algorithm we can construct
all shortest paths from node 1 other than node 5 as
shown in Figure 7(b). As shown in the figure, the in-
terface constraint rules out a path 1− 4− 5 since node
4 has only one free interface but the path contains two
virtual links. So, a path from node 1 to node 5 cannot
be added to the shortest path tree. However, there ex-
ists a shortest path, 1−2−3−4−5, in the graph. The
problem is that the shortest path algorithms are based
on the optimality principle, which states that each sub-
path of the optimal path is itself optimal [14]. However,
an optimal sub-path from 1 to 4 is 1−4, not 1−2−3−4.
Since this violates the optimality principle, using either
the Dijkstra or Bellman-Ford algorithm cannot find the
shortest path from node 1 to 5.

(a) Example Network (b) Shortest Path Tree

Fig. 7 Interface Constraint Shortest Path Problem

4.2 Minimum Weight Perfect Matching Algorithm

The interface constraint shortest path problem can be
reduced as a minimum weight perfect matching prob-
lem. Then, the problem is formally described as follows:
We have a network with two kinds of edges (links), ‘ac-
tual’ and ‘virtual’. We refer to these edges as green and
red edges respectively. Each node v has a constraint
that at most pv red edges can be incident on it from
the path. If node v has D(= TRi, RRi) green edges
incident on it, then pv = 0. When node v has D − 1
green edges, then pv = 1; otherwise, pv = 2. We reduce
the problem to the problem of computing a minimum
weight perfect matching in a new graph G′. For each
vertex x ∈ V −{vs, vt} we create two nodes x1 and x2,
and add a zero weight edge between them. We retain
vs and vt as they are.

For each edge exy ∈ E we create two new vertices
vexy and ve′xy

(called edge nodes) and add a zero weight
edge between them. We also add edges from vexy to x1

and x2, each of these has weight wxy/2. We add edges
from ve′xy

to y1 and y2, with each such edge having
weight wxy/2. Finally, for any red edges (u, x) and
(x, y) with px = 1 we delete the edges from ve′ux

to x1
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and from vexy
to x1.

We illustrate an example for the proposed perfect
matching algorithm. In the Figure 8, we wish to com-
pute the shortest interface constraint path from A to
E. All edges have unit weight. The interface constraint
for node C is assumed to be two. Then, we can get
an extended graph(Figure 8(b)) from the initial graph
(Figure 8(a)) as explained. Notice that the shortest un-
constrained path goes from A to C to E. However, this
path uses two red edges in sequence. Adding both edges
to the graph will cause node C to have interface three.
The shortest constrained path starts at node A and
goes node B, D, C and finally goes at E. The minimum
weight perfect matching is also shown corresponding to
this path in the Figure 8 (c). (We suggest to refer [15]
for the details of the perfect matching algorithm.)

(a) Initial Graph G

(b) Extended Graph G′

(c) G′ after the perfect matching is applied

Fig. 8 Example : Perfect Matching Algorithm

Theorem 1: A minimum weight perfect matching in
G′ will yield a shortest path in G connecting vs and vt

with the property that for any vertex v on the path, no
more than pv red edges are incident on v.

Proof Suppose we have a valid path pst in G. There is
a minimum weight perfect matching in G′ of the same
weight. For all vertices v that are not on the path, we
can match v1 and v2 with zero weight. For all edges not
on the path, we match the corresponding edge nodes
with zero weight. For edges exy on the path, we do
not match vexy and ve′xy

but instead match these nodes
with xi and yj . The key point is that if px = 1 then
only one red edge on the path may be incident to x.
As a result, we can match the red edge with x2 and the
(adjacent) green edge with x1.

To prove the converse, consider a minimum weight
perfect matching in G′ . Note that in this matching,
nodes v1 and v2 that match together are not on the
optimal path. Similarly edges exy and e′xy that match
together are not on the path. Construct a subgraph of
G by “mapping” the minimum weight matching in G′

to G, by merging the vertices v1 and v2. Note that each
node in the subgraph, other than vs and vt, has degree
exactly zero or two. Note that if pv = 1 then only
one red edge incident to v may be chosen in the sub-
graph, as only v2 can match to a “red edge node” and
not v1. Thus we get a path that satisfies the interface
constraints.

The complexity of the minimum weight perfect
matching algorithm is O(N3) [15]. So, the logical topol-
ogy design and traffic grooming for each traffic demand
is the sum of the complexity for VNG and for CSPF
computation, thus O(N3).

5. HEURISTIC ALGORITHMS

It is easily seen that the order in which the traffic
demands are provisioned can have a significant effect
on the result of the logical topology design and traffic
grooming process. So, the decision regarding the se-
quencing of traffic demands is very important for the
performance of the algorithm. We introduce and ana-
lyze three heuristic algorithms for this purpose.

5.1 Maximum Traffic Demands(MTD)

This is one of the simplest ways to order the traffic
demands. The traffic demands are ordered in decreas-
ing order of magnitude and the s-d pair with maximum
traffic demand is considered first for logical topology
design and traffic grooming. The complexity for each
demand in this algorithm is only O(N3).

5.2 Maximum Network Resource Usage(MNR)

In this algorithm, at each step we find the traffic de-
mand that requires maximum network resources and
provision for that demand next. The network resources
required for each demand is computed by multiplying
the traffic demand by the number of logical hops that
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Table 1 The Summary for the Complexity of the Algorithms

Algorithm Complexity

HLDA O(MN2)
MRU O(M2N2)
DLPA O(M2N2)
MTD O(MN3)
MNR O(M2N3)
REF O(M2N3)

would be required if the demand were provisioned now.
We refer to this quantity as the expected number of
logical hops (ELH); it can be easily computed by the
constrained shortest path algorithm in the VNG. Since
an updated ELH must be computed for each traffic de-
mand at each step, the complexity of one step of this al-
gorithm -i.e., for provisioning one demand–is O(MN3).
where M is the number of s-d pairs.

5.3 Resource Efficiency Factor(REF)

By allocating network resources efficiently, we can
achieve higher network performance. The resource effi-
ciency in topology design and traffic grooming is related
with how many links are used by a flow. We define the
resource efficiency factor (REF) to be the quotient ob-
tained by dividing each traffic demand by the expected
hop count, ELH. At each step we update the REF val-
ues of the remaining entries in the traffic matrix. Then
we route the demand with the largest REF value. The
complexity of this algorithm for each step is O(MN3).

5.4 Complexity Comparison

We compare the complexity of our algorithms with
other well-known algorithms, HLDA (Heuristic Logical
topology Design Algorithm) [1], [3], MRU (Maximum
Resource Utilization) [1], DLPA (Deletition Light Path
Algorithm) [7]. Our algorithms determine logical topol-
ogy and traffic grooming simultaneously. But, these
tasks are independent in the other algorithms. For com-
parison, we assume that shortest path routing policy
is used for the purpose of traffic grooming for residual
traffic demands after the logical topology design. Table
1 summarizes the complexity of the algorithms for the
logical topology design and traffic grooming. As shown
in Table 1, MNR and REF have higher complexity than
the other algorithms.

6. Performance Analysis

6.1 Simulation Environment

We analyze the proposed integrated logical topology
design and traffic grooming algorithms through simu-
lations using the GLASS/SSF simulator [12], [13]. We
consider a 16-node NSFNet network topology. We as-
sume that each link has 20 wavelengths and there is

only one optical link between nodes. And, each node
has no wavelength conversion capability. So, if wave-
length conversion is required, then setup of two light-
paths is necessary. In our simulations, each node has
five transmitters and receivers. The capacity of each
wavelength is normalized to one bandwidth unit (BU).
Each entry in the traffic matrix represents the aggre-
gated traffic demand of a source-destination pair. It
is generated independently using the uniform distribu-
tion between 0 and 0.5 BU. For the analysis, we used
10 randomly generated traffic matrices.

6.2 Analysis

For analysis, we run simulations with two different sce-
narios varying lightpath distance constraints. In the
first scenario, we assume that the distance for a light-
path is limited to three optical hops. So, multiple light-
paths are required to reach nodes that are more than
three optical hops away. However, other algorithms
were proposed under the assumption that a lightpath
can be always setup between any arbitrary two nodes.
This means when a distance constraint is enforced and
multi-hop lightpaths are required between two nodes,
other algorithms cannot be directly applicable. So, we
compared the performance of only three heuristic algo-
rithms we proposed for this scenario. We measured the
performance metrics of weighted hop count and net-
work throughput as shown in Figures 9 and 10. In the
figures, REF algorithm works better than any other al-
gorithm as measured by both weighted hop count and
network throughput. REF reduces the weighted hop
count 10 to 25 % compared to MTD algorithm and
100% compared to MNR. Also, it increases the net-
work throughput about 10% and 20-30% compared to
MTD and MNR respectively. This confirms that the
resource efficiency factor helps lightpaths be setup in
order to maximize the network throughput as well as
to provide shorter paths for more traffic.

Fig. 9 Scenario 1 : Weighted Hop Count

In our simulations, the MTD algorithm shows
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Fig. 10 Scenario 1 : Throughput

pretty good performance in the metrics even though
it has poorer throughput than REF. Considering its
lower complexity, MTD algorithm has reasonable per-
formance. However, MNR algorithm shows worst per-
formance. By giving higher priority to demands that
use more network resources, the number of blocked de-
mands is increased. Also, we run more simulations with
different transmission range. We observed that the re-
sults are similar to those presented in this section.

Fig. 11 Scenario 2 : Weighted Hop Count

Fig. 12 Scenario 2 : Throughput

In the second scenario, we compare REF algorithm
with other algorithms without lightpath distance con-
straints. This means that any node can be a virtual
neighbor if there is any available interface and wave-
length continuous path. The results are shown in Fig-
ure 11 and 12. As shown in the figures, REF algorithm
reduces the weighted hop count from 8 to 15% com-
pared to the other algorithms. Also, it increases the
network throughput between 3 to 10%. This confirms
that REF algorithm makes use of network resources ef-
ficiently and thus accommodates more traffic in the net-
work. In our experiments, we found that the MRU algo-
rithm showed poorer performance. While REF divides
traffic demands by logical hop distance, MRU divides
traffic demands by physical (optical) hop distance. This
makes MRU effective at optimizing the use of optical
layer resources but not especially effective at optimiz-
ing the performance metrics we considered. Lightpath
deletion approach such as DLPA shows lower weighted
hop distance and network throughput. DLPA deletes
lower utilized links until degree constraints are satisfied.
During the deletion, lower traffic flows passing through
deleted links are remapped into other links. Because
the lower utilized links are deleted and remapped first,
the higher traffic flows that are remapped later may be
forced to take relatively longer paths or be blocked if
enough network resources are not available.

7. CONCLUSION

In this paper, we describe algorithms for integrated
topology design and traffic grooming for optical net-
works that have both router interface constraints and
optical constraints. The optical constraints include lim-
itation on transmission range due to impairments as
well as limitations on available wavelengths. We intro-
duce a graphical modeling tool, the virtual neighbor
graph, that permits the constrained shortest path al-
gorithm to be used to determine paths for traffic de-
mands as well as to determine which lightpaths to set
up. Three algorithms are introduced which differ in
the order in which traffic demands are considered. Of
these, the REF algorithm shows the best performance
in the simulations. At each step, this algorithm pro-
visions a path for the demand that has the maximum
resource efficiency factor.
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