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Grooming Multicast Traffic in
Unidirectional SONET/WDM Rings

Anuj Rawat, Richard La, Steven Marcus, and Mark Shayman

Abstract—In this paper we study the problem of efficient it is prudent to combine several low rate traffic sessions onto
grooming of given non-uniform multicast traffic demands on a g single wavelength. The problem effectivelypacking lower
unidirectional SONET/WDM ring. The goal is to try to minimize e traffic streams onto the available wavelengths in order
the network cost as given by i) the number of wavelengths . - . . .
required per fiber and (ii) the number of electronic Add-Drop to achle_ve some desired goal IS callgdffic grooming If
Multiplexers (ADMs) required on the ring. The problem is NP the traffic demands are known in advance, then the problem
hard for both the cost functions. We observe that the problem is called static otherwise the problem is callediynamic In
with cost function (i) can be reduced to a corresponding traffic static traffic grooming, usually the aim is to minimize the
grooming problem for unicast traffic which can then be modelled 401 network cost. Here the network cost includes the cost

as a standard circular-arc graph coloring problem. For cost . . -
function (ii), we construct a graph based heuristic and compare of electronics (this is the dominant cost) as well as the cost of

it against the multicast extension of the best known unicast Optics (wavelengths per fiber). In dynamic traffic grooming,
traffic grooming heuristic [1]. We observe that our heuristic the aim is to groom the incoming traffic demands such that
requires fewer ADMs than required by the multicast extension the blocking probability is minimum. In this work we are

of the unicast heuristic given in [1]. We also develop a lower interested in the static traffic grooming problem
bound and compare it against some upper bounds to study ’

the maximum penalty of not employing intelligent wavelength | ne inherent reliability and high bandwidth capacity of a
assignment and/or traffic grooming under the unidirectional WDM based Synchronous Optical Network (SONET/WDM)

SONET/WDM ring scenario. ring has made it the architecture of choice in the current
Index Terms— Graph theory, SONET ring, traffic grooming, network infrastructure. Typically, in a SONET/WDM ring
wavelength division multiplexing (WDM). each wavelength operates at a line rate of ®E-and can

carry several low rate O@4 (M < N) traffic channels
using Time Division Multiplexing (TDM). The timeslots on a
wavelength are referred to as thebwavelength channels
AVELENGTH Division Multiplexing (WDM) signifi-  Electronic Add-Drop Multiplexers (ADMs) are required to
cantly increases the available network bandwidth cadd (drop) the subwavelength traffic at the source (destination)
pacity by delivering data over multiple wavelengths (channelgpde. On receiving a wavelength channel, the ADM, corre-
simultaneously. With each channel operating at a high raigonding to that particular wavelength, can add/drop timeslots
(currently ~ 10 Gb/s) and multiple channels deployed pesn the wavelength channel without disrupting the onward
fiber (currently ~ 320 wavelengths per fiber), very hightransmission of other timeslots on the wavelength. So if a
transmission capacities (currently3.2 Th/s) can be achieved. node (sayn) does not act as a source or a destination for any
An important issue with such a high capacity network is thataffic on some wavelength (say), i.e., if no add/drop of any
it places enormous burden on the electronic switches. Hengigeslot on )\ is required atn, then there is no need for an
it is hardly surprising that the dominant cost in WDM basefiDM corresponding to wavelengthat noden. Since the cost
networks is the cost of the electronic switching equipmest the ADMs (electronics) form the bulk of the network cost
required. Fortunately it is not necessary to electronical[g], we can see that intelligent grooming of low-rate traffic
process all the incoming traffic at each node since most of tbato wavelengths can result in ADM savings, which results in
incoming traffic is neither sourced at that node nor destingdiower network cost.
to it. So to reduce the cost of electronic components at eachgrooming static unicast subwavelength traffic to minimize
node, we can selectively drop the wavelengths carrying traffigher the number of ADMs or the number of wavelengths
that requires electronic processing at that node and allow guired per fiber in WDM ring networks is a well studied
remaining wavelengths to optically bypass the node. problem [1][2][3]. Different traffic scenarios such as uniform
Typically in WDM based optical networks, the bandwidthy||-to-all traffic [3][4], distance dependent traffic [2] and non-
available per wavelength is much larger than the bandwidifaiform traffic [1][5] have been studied. Work has also been
required per session, and with the advancement of opti¢Rine on other cost functions such as the overall network cost
technology, it seems likely that this mismatch will continue tgs], which includes the cost of transceivers, wavelengths and
grow in the near future. Hence for efficient bandwidth usagghe number of required hops. Recently there has been a lot of
work on grooming both static [7] as well as dynamic [8][9][10]

I. INTRODUCTION
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traffic in mesh networks. References [11] and [12] provide de modeled as a circular-arc graph coloring problem. Thus, the
excellent review on the problem of grooming unicast traffic intandard coloring techniques apply. We then suggest a graph
WDM networks. based heuristic for cost functioni) We extend the traffic

While most of the earlier studies of the traffic groomingrooming heuristic for non-uniform unicast traffic given in [1]
problem have dealt exclusively with the unicast traffic, it i®0 the multicast case and compare this multicast extension to
expected that in the future a sizable portion of the trafficur heuristic. We also develop a lower bound on the number
will be multicast in nature. This is mainly because of thef ADMs and compare it against some of the upper bounds
increasing demand of multicast services such as multimediaget interesting insights into the problem.
conferencing, video distribution, collaborative processing, etc. The problem that we study here is quite different from the
Grooming multicast traffic is still an area of active researgbroblem studied in [20]. The main difference, other than the
and although a lot of literature is available, not many resulfact that we study unidirectional rings while [20] looks at
are known. Most of the work in the multicast case has focuseitlirectional rings, is that the cost function used is different.
on heuristics for grooming multicast traffic in WDM meshNe consider the number of ADMs and the number of wave-
networks under non-uniform static [13] as well as dynamiengths required per fiber as our cost, whereas in [20], the total
traffic [14][15][16][17][18][19] scenarios. number of ports oB-DACnodes in the network is considered

Although multicast traffic grooming in mesh WDM net-as the cost. In [20], the authors define two different types of
works is a general case of the same problem in WDNKodesp-DAC ande-DACnodes. When all the traffic on all the
rings, the ideas that are applied for mesh networks incoming wavelengths needs to be forwarded, o-DAC nodes
[13][14][15][16][17][18][19] are not very attractive for uni- are used since the splitting can be done in the optical domain.
directional rings. The difference between the mesh and uffi-this is not the case then e-DAC nodes are used. Note that
directional ring cases is that, in mesh networks there diee cost functions are not the same since we require ADMs at
many possible routings for each traffic demand whereas afi the nodes where some traffic needs to be dropped whereas
unidirectional rings the routing is fixed and we have contrah [20], even the nodes where there is some drop traffic can
over wavelength assignment only. All of the heuristics fdve treated as 0-DAC nodes. Another important difference is
grooming multicast traffic in mesh networks take advantage thfat in [20], the authors consider a multihop ring whereas we
the multiple routings possible and the wavelength assignmdmbk at a singlehop ring.
is usually trivial (first fit). This is clearly not desired for The rest of the paper is organized as follows. In Section I,
grooming in unidirectional rings, since for unidirectional ringsve state our assumptions on the network, the traffic and the
the routing is already fixed and the only way to effectivelpode architecture. Here we also state the precise problem. In
groom traffic is by using intelligent wavelength assignmen&ection Ill we model the problem (for both the cost functions)
Although most of the work on multicast traffic grooming looksising graphs. We present our heuristics in Section IV. In
at mesh WDM networks, there has been some work in the cé&ection V, we develop and study some lower and upper
of WDM rings also. More specifically, in [20] the authors lookbounds. In Section VI, we present the complexity analysis
at the problem of grooming given multicast traffic demands fior the grooming schemes introduced in this work. Section VII
a bidirectional WDM ring. They present a heuristic algorithrpresents the simulation results. Finally Section VIII concludes
inspired by the algorithm to groom unicast traffic demands dhe paper. For quick reference, Table | lists some of the
WDM rings given in [1]. We shall compare this to our workimprotant symbols and notations used in the paper along with
in more detail once we state our exact problem. brief explainations.

In this paper we look at the problem of static groom-
ing of non-uniform multicast traffic on a unidirectional Il. PROBLEM STATEMENT
SONET/WDM ring. In general, the SONET ring nodes may Physical Network
or may not have SONET digital-cross connects (DXCs) andTh hvsical network i dtob lockwi idi-
wavelength converters. SONET DXCs and wavelength con- ne physical NEWork 1S assumed 1o be & CoCkwISE unidi

. . . rectional WDM ring with N nodes numbered, 1,..., N — 1

verters are expensive components so in this work we assUIE . o d on the ring in the clockwise directi h .
that the network nodes do not have wavelength convert igtributed on e ring In e ClockwISe direction as shown in

and SONET DXCs. Since the ADMs do not have waveleng flgure 1(a). We assume that there is a single fiber between

conversion or timeslot changing functionality, the absence agjacent nodes, which can suppéit wavelengths given by

wavelength converters and SONET DXCs implies wavelengt&”/\l”"’)‘W*1 and the capacity of each wavelength is
assumed to b€ units.

continuit i - inui i i . . .
y and timeslot-continuity constraints in the network Also. as noted in Section I, we assume that the network

This sort of network setup for grooming unicast traffic has
been categorized as singlehop ring[21]. In another type nodes do not have wavelength converters and SONET DXCs.

of network setup some nodes of the network use SONE‘P'S implies timeslot-continuity and wavelength-continuity

DXC to consolidate or segregate subchannels (timeslots %%nstramts in the network.

a wavelength). This setup is referred to asnaltihop ring ] .

[21]. Hence in this work we are concerned with the singlehdp Assumptions On Traffic

ring case for grooming multicast traffic. We assume that there aié given multicast traffic requests
We consider two different cost functiong the number of denoted byR, R, ..., Ry—1. Every multicast request spec-

wavelengths required per fiber anil) (the total number of ifies a source node and a set of destination nodes. We assume

ADMs. We observe that for cost functioi),(the problem can that each multicast request is ferunits of traffic. Also, the
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TABLE |
LIST OFIMPORTANT SYMBOLS

Symbol Stands for
N number of nodes in the SONET ring
M number of multicast sessions
g grooming ratio
N’ number of nodes which act as a source or a destination for at least one multicast request
Wiin minimum number of wavelengths required per fiber
G=(V,E) contention graph with vertex sét representing the multicast requests
X chromatic number of grapt¥

subgraph induced by vertex s€t C V' (representing the multicast

G[C; )
(il requests groomed on wavelength) on the contention grapt¥
x(G[C:)) chromatic number of grapt[C;]
g set consisting of source and destinations for the multicast traffic

request corresponding to vertexc V'
partition of vertex sel” into nonoverlapping clusters such thgy C7 =V,
CINCy =0andx(G[C7)) < g
% set of all valid partitioning
subgraph induced by vertex s&t C V' (representing the multicast requests which

Gi =GVl contain network node as source or some destination) on the contention géph
Xi chromatic number of graptv;
k; number of multicast sessions which contain network nbde source or some destination
a; number of multicast sessions which contain network node an intermediate destination
Bi number of multicast sessions which contain network node the source
Yi number of multicast sessions which contain network nods the final destination
G = Gl Az] subgraph induced by vertex set C V' (representing the multicast requests which
contain network node as source or final destination) on the contention graph
w; maximum width of interval grapl@i
2 size of ai — th multicast sessiomR;
Zmin minimum possible size of multicast sessions
Zmazx maximum possible size of multicast sessions
Zavg average size of multicast sessions
F c.d.f. according to which sizes of multicast sessions are distributed
WF mean of c.d.fF
Uype worst case upper bound on the number of ADMs
Uaigo—a upper bound on the number of ADMs required by Algoritidn
Uslgo—B upper bound on the number of ADMs required by Algorittisn
L lower bound on the number of ADMs
Lo, L3 other lower bounds on the number of ADMs

wavelength capacity’ is assumed to be an integral multipleC. Node Architecture
of the required traffic rate-, i.e., C = g x r. We refer to

the number of subwavelenath multicast demands that Most of the current work on multicast traffic in optical
g, the€ number of subwaveleng uiticast demands that Caly,\orks uses multicast capable nodes called Splitter-and-

:)aet_grozsn;e?n%n aaf]'ngtlg "rV;I"e'rir(‘)?Tt]hnChfa”tT‘e_'*s e_lsgsttt_:c(_aen;mg Delivery nodes and multicast incapable nodes with drop-and-
10. fS(u)NIE?' An integral g SOI\IlEgT ?' lj(u tﬁ\l ! ontinue capability. In this work, since we are looking at ring
case o rings, since in nhetworks the capac tworks, we do not require the nodes to split the incoming

of a single wavelength (OC-192, OC-48, etc,) is usually 4yht over multiple outgoing links to form light-trees. This
exact multiple of the bandwidth requirement for an mdmdua% because here the light-trees are just arcs on the ring as
traffic request (OC-3, OC-12, etc.). Note that for SONE hown in Figure 1(a), and the nodes with drop-and-continue

rings, we can assume W.'th(.)qt loss of generality thais apability suffice. The architecture for the drop-and-continue
equal to the capacity of individual subwavelength channe sclpable nodes used in the ring network is similar to the Tap-

(timeslots). Hence, the grooming rayas equal to the number and-Continue node architecture first given in [22]. In fact the

of subwavelength channels available on each wavelength. Tap-and-Continue nodes used in this paper are much simpler
than the nodes in [22], since here we only have a single
With the above traffic model we can consider multicasghcoming and outgoing fiber per node and therefore no optical
requests of different bandwidth requirements also. The imwitching is required.
portant requirement is that each request should be splittabléAs shown in Figure 1(a), if a lightpath is set-up between
into individual multicast requests of granularity nodes: and j on wavelength);, and traffic fromi to an
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tap 2 x 1 switch

tap bank switch bank

fiber
A1 5 5

demultiplexer multiplexer

lightpath
initated
lightpat lightpath ADM bank
terminated tapped
Al low rate dropped traffic  low rate traffic to be added
(a) Unidirectional SONET ring with tap-and-continue nodes. (b) Tap-and-continue node architecture.

Fig. 1. Network and node model.

intermediate nodé is also groomed on; or i has to send the D. Objective

same traffic tok (this is the case whenis the source and  The objective is to minimize the network cost. As noted
andk are the destinations of a multicast traffic request), thgR section I, the cost of the network is equivalent to the cost
instead of terminating the lightpath &t we can drop a small of the network components and the dominating cost among
amount of light of wavelengtt\; at k to extract the required 5| the components is the cost of ADMs. We also noted
data packets and let the rest of the light flow through, i.8hat another cost function that is usually considered is the
we cantap the lightpath at any intermediate node. It shouldymper of wavelengths required per fiber. In this work we
be clear that if we want to add (groom) some subwavelengg{‘udy the problem of traffic grooming under the following
traffic on wavelength\; at nodek, then we have to tear downyyo objectives.

the Iightpath atk, carry out the grooming and th_en set-up a (i) Minimize the number of wavelengths required per fiber.
new lightpath on wavelengtk, at nodek. Note that in case we (i) Minimize the total number of ADMs required in the
are sending different traffic to nodg¢sand% from nodei on a network.

single lightpath (by tapping the lightpath at intermediate nOdeIfwe count the number of logical hops required by (possibly

k), then using the above schemg, after passing rkodeare multihop) paths between all the source-destination pairs, then
would be some unnecessary traffic on the lightpath (traffic SEEHF

. . ) s gives us an estimate of theize of the logical network.
from i to k). Clearly there is no such bandwidth wastage wh . . .
. ; -E- f th
we are sending the same traffic to both the noflesd k. Since O-E-O conversions introduce delaghe size of the

network provides us with a measure of the overall delay in

. ) _the system. Usually we also want to reduce the delay and
. Th_e Tap—anQ—Contmue. nod_e archltecturg that we CO”?'({ﬁErefore the size of the network. An important advantage of
In th'.s paper 1s shov_m in Figure 1(b). First the 'ncgm'n%sing Tap-and-Continue nodes instead of regular nodes is that
light is split into individual wavelength channels using Sve can achieve reduction in the network size.To show this we
demultiplexer. Then each wavelength channel passes thro%ehsider the following example. Let us assume that we have a

a tap bank. Here we have an option of tapping a small amoypt, icast requesf having network nodé as its source and
of power from the wavelength and sending it to the ADM banﬁ

o= X | etwork nodesl and?2 as its destinations. If we use regular
to separate it into its constituent lower rate components. TRE o4 i the ring then we can configure the lightpaths in either
switch bank consists df x 1 switches for each wavelength. If ;

o e of the two ways listed below.
no new traffic is added on a wavelength, it is allowed to pass
through the switch but if a new lightpath is being initiated
at some wavelength then the signal coming from the ADM
banks consisting of the groomed traffic is switched forward.
Finally the wavelengths are combined using a multiplexer and

sent over the outgoing fiber.

(i) Set up a light path between nodeésand1 and another
lightpath between nodes and 2. To save ADMs and
conserve the wavelengths used we can use the same
wavelength)\ for both the lightpaths. Figure 2(a) depicts
this configuration. Note that this requires a total f
ADMs and1 wavelength. The network size achieved by
this configuration is equal t8 logical hops { for s-d
pair 0 — 1 and2 for s-d pair0 — 2).

(ii) Set up a light path between nodésand 2 on wave-
length A and set up another lightpath on a different

Note that at any node, in the ADM bank, we require the
ADMs only for wavelengths which are being processed at that
particular node, i.e., we require ADMs for all the wavelengths
which correspond to the lightpaths that are being dropped or
terminated or initiated at that node. 20-E-O conversions introduce the dominant delay in the network.
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nodes nodes
nodes
0 1 2 0 1 2
0 0 ‘ % 0 1 2
) ) T S
ey ey £
.ED Ao ?:o A1 =
ADMs A A A ADMs A A ADMs Ao Ao Ao
required 0 0 0 required )\" 1 0 required
for for ! for
(a) Regular nodes (configuration I): re- (b) Regular nodes (configuration I1): re- (c) TaC nodes: requires ADMs, 1
quires3 ADMs, 1 wavelength3 logical quires4 ADMs, 2 wavelengths2 logical wavelength,2 logical hops.
hops. hops.

Fig. 2. Advantage Of using TaC nodes.

wavelength\; between node8 and1. This configuration each vertexv; representing a multicast requeRt and there
is shown in Figure 2(b). It is clear that since both thes an edgev;v; € E if and only if the multicast requests
lightpaths are carrying the same traffic, we are wasting; and R; share some fiber, i.e., the arcs corresponding
bandwidth in this scenario. This configuration requiresta requestsRk; and R; overlap. The graplG is refered to
total of 4 ADMs and2 wavelengths. But now the networkas thecontention graphbecause the adjacent vertices Gh
size is equal t@® logical hops { hop each for both the represent the traffic requests which cannot be groomed on the
s-d pairs). same subwavelength channel. Now the problem of assigning
In case we use Tap-and-Continue nodes in the ring, we cubwavelength channels to the multicast requests such that
simply setup a single lightpath on wavelengih between we need the minimum number of wavelengths per fiber is
nodes0 and 2, and tap this lightpath at nodé. Figure equivalent to coloring the vertices of the contention gréph
2(c) depicts this configuration. Here we negdADMs, 1  with the minimum number of colors such that no two adjacent
wavelength and the network size3dogical hops { hop each vertices share the same color. This is the standardmum
for both the s-d pai®. Thus we can simultaneously achiev@raph coloringproblem. Note that here each color signifies a
reduction in the number of ADMs, number of wavelengths arglbwavelength channel and not a complete wavelength.
the network size. Therefore it makes sense to employ Tap-andWe denote the minimum number of colors required for

Continue nodes rather than regular nodes on the ring. coloring contention grapitz, also known as thehromatic
numberof the graph, byy. Since the minimum number of
I1l. M ODELING subwavelength channels required to groom the given traffic

requests is equal tg and since each wavelength contains
Z%waavelength channels, the minimum number of wavelengths
Eﬁquired per fiber is given by

A. Minimizing Wavelengths

First we look at the case where the objective is to minimi
the number of wavelengths required per fiber irrespective
the number of ADMs used in the network. Y

Since we assume the network to be a clockwise unidirec- Winin = [W (1)
tional ring, each traffic request can be treated as an arc on the g
ring starting from the source and going clockwise through the An interesting observation is that minimizing the number
intermediate destinations (drop points) up to firal desti- of wavelengths required per fiber is independent of the fact
nation (termination point). Now the wavelength and timeslahat we are looking at multicast traffic. This is because we are
continuity constraint implies that each arc (traffic requesghodelling the traffic requests as arcs on a circle and this model
should be assigned one subwavelength channel. So if any gy preserves the information about the source and the final
multicast requests share some fiber, i.e., the correspondiigk of the traffic requests. So if we consider the given traffic
arcs overlap, then they cannot be groomed on the sareguests to be unicast with source and sink nodes the same
subwavelength channel (although they can still share the sasgethe source and final sink nodes of the multicast requests
wavelength channel). We use this observation to model tig R,,..., R,,_1, then we obtain the same contention graph
problem of minimizing the number of wavelengths per fibefy and therefore the same solution for minimizing the number
as a graph coloring problem. Consider a graph= (V. E) of wavelengths required per fiber.
where V' = {vo,v1,...,vn 1} is the set of verticdswith  Another observation is that the graph belongs to the

3We only requirel logical hop for s-d paif—2 because the traffic reaching faml.ly of circular arc graphs[23]. Since minimum COI.Ormg
from node0 to node2 remains in optical domain at the intermediate nod®f Circular arc graphs is NP complete [24] and any instance
1, i.e., it does not undergo O-E-O conversion anywhere on the path from & minimum arc graph coloring can be reduced to the traffic
source to the destination. grooming problem under study, grooming multicast (or uni-

“Note that in this work, we refer to the nodes on the SONET ringaeies ffi idi . | ri S h b
and the nodes of any graph used in the problem modelling (suc¢h agere CaSt) traffic on a un'. 'reCt'ona_- ”n_g to minimize the number
each node represents a traffic requestyextices of wavelengths required per fiber is NP complete.
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B. Minimizing ADMs approximation algorithm for circular arc coloring. Either of

Now we consider the case when the objective is to minimi?B€Se two algorithms can be used to color the contention graph
the ADMs required in the network under the timeslot an OUr problem. Since these algorithms suffice for minimizing
wavelength continuity constraint. the number of wavelengths required per fiber and they have

For modeling this problem we again represent multicaé‘{feady been \{vell studied in the I|t§rature, we will not discuss
requests as arcs on the ring and construct the contention grip cost function any further in this paper. Now we go on to
G = (V, E) as described in Section III-A. Also to each vertehe more interesting problem of minimizing the total number
v; € V (corresponding to multicast requeRt), we assign a ©f ADMs required in the network.
setS,, consisting of the source and the destinations for request
R;. B. Minimizing ADMs

Consider the vertex sef; C V' representing all the We consider ayraph basecheuristic approach to minimize

multicast traffic_ requests groomed on Wavelengt;h_ Note the number of ADMs required in the SONET ring. The basic
that the contention graph corresponding to the traffic requeﬁaa of the heuristic is to start off by assigning different

represented byC; is exactly equal toG[Ci], the subgraph wavelengths to each of the multicast sessions. Now at every

mdléCEd %y O\I/(—?rtesx S:?Ci ﬁr;htfhcont.eptlon grapl%?. NOfW step of the algorithm we update the wavelength assignment by
as gescribed In section 11-A, the minimum number o SUbs'electing two wavelengths and assigning a single wavelength

wavelength chan_nel_s required to groom the ”‘?‘fﬁc reAUeSLS a1l the multicast requests previously assigned to these two
represented by; is given by (G|[C7)), the chromatic number Wf';\velengths. Obviously we caitombinea wavelength pair in

of the contention graph corresponding to the particular Set Ris manner only if all the corresponding multicast sessions

':)raffic requssts. SO. thle trafficl requrc]estsl rgfparegentgd‘ibgan can indeed be groomed on a single wavelength. The order in
he grol())me hgn; ‘Q’.mg € V\éave er?gt on y(( [Ci]) < g’ "E" which the wavelength pairs are considered for combination is
the subgrapl&Z[C;] induced on the contention graghby the based on the fact that if the multicast sessions assigned to two

X‘g}\(zx setC; is g-(;:_olo;able Alls 0 In this c_asg _thf[ahnumtk\),\(/ar Efwavelengths share several source/destination nodes, then we
s corresponding to wavelength required in the networ can save a lot of ADMs by using a single wavelength for all

Is equa! Uy, Sol. . ! these sessions.
SO given a set of multicast traffic requests model_ed bY I more detail, we first construct the graph= (V, E') and
the contention grapli = (V, ), any valid traffic grooming determine the sef, corresponding to each nodec V, as

can be mod_eled as a partitioning = {Cg’gf’ o -} of the  yiscussed in Section 11-B. Now e (n) = (A(n), L(n)) be
vertex Se[t,v Into no[r:-ove(rjlappmg CIUSte‘@O"Cl e sugh the weighted graph representing the wavelength assignment
that U, €7 =V. G ney =0 forall i J and G[Ci.} after n steps of the heuristic. Here the vertex aét) repre-
(subgraph mduceld by vertex S€f on contention graplt) 'S sents the wavelengths and corresponding to each wavelength
g—colorable for alli. Also, thg cost (num't.)er'ofADI\./ls requwed)\i € A(n) we have a set of multicast requests C V
in the network) corresponding to partitioningis given by, \yhich this wavelength is assigned. With slight abuse of
Z| U S, | (2) notation letSy, = U,cq, Sv denote the set of nodes which
T wece act as source or destination for any multicast session being
l o groomed on wavelength;. Now there is edge\;\; € L(n)
Now let X denote the .set_ of all such .p.art!tlonmgs. Thgn o4t the multicast requests corresponding to the two wavelengths
pr.ot')le'm reduces t‘? finding the partitioning < X ,Wh'Ch have some common source/destination nodes and the weight
minimizes the required number of ADMs as given in (2). ¢ 1o edge is given by(\iA;) = |Sy, (]S |. Note that we
Note that since the problem of grooming unicast traffic %% combine any two wavefengtb\s é\nd /\jj if the subgraph

unidirectional rings in order to minimize the number of ADM?nduced by the node set;|JC; on the contention grapty
required is NP complete [2], and the multicast traffic groomir%qu ! J
aff

. ; ) ) -colorable. If this is so then the two wavelengths are said
is at least as hard as the unicast case, grooming multicast tr

directional ri imive th : h ereducible Also note that if we combine wavelengths
on unidirectional rings to minimize the ADMs is NP hard. and.\; into a new wavelength, then the number of ADMs

required by wavelength,, is
IV. HEURISTICS
A. Minimizing Wavelengths Per Fiber [Sx.] = 15 USM| = ISl + 1851 = c(Aads) - (3)

As described in Section IlI-A, minimizing the number of But now after combining wavelengths and);, we no longer
wavelengths required per fiber can be modeled as a circular aeed any ADMs on these two wavelengths, therefore we end
graph coloring problem. The contention graph to be coloregh saving|Sy,| + |Sx,| — [Sx,| = c(Ai);) ADMs. So at the
is obtained as described in Section IlI-A and the minimurfr + 1)th step we determine the reducible wavelength pair
number of wavelengths required is given by (1). Although,, s € A(n) such that for any reducible wavelength pair
circular arc coloring is NP complete [24], there are severdl, \; € A(n), c(AaAg) > c(AiA;). If there is more than
approximation algorithms [25][26] available in the literatureone such wavelength pair, let the set of all such wavelength
Kumar et. al. [25] give a randomized algorithm with approxpairs be A. Now we pick the wavelength paik,, \g € A
imation ratio ( + 1/e + o(1)) for instances of the problem such that for any wavelength pai;, \; € A, [Sxn. USh,| <
needing at least(In(n)) colors, wheren is the number of |Sy, (JS),|. This is motivated by the fact that |5}, | is large
arcs to be colored. In [26], Karapetian et. al. present/2 for wavelength); then there is a high chance of having a
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larger cost edge incident on this vertex at some later iteration? arcs =
in the algorithm, so we may not want to use wavelength
in this step for a smaller ADMs saving. If there are still some
ties left, then we select any wavelength pair from the possible
choices. Now we update the graph(n) to graphH (n + 1)
by replacing vertices\,, A\g with a single vertex\,g and # arcs = 3
recomputing all the edges and weights. By this we mean that
we contract the edge between verticks, Az into the new
vertex )‘aﬁ with SAa/; = SM USAa- Clearly the onIy edges Fig. 3. Bounds: observe each network node separately.
affected are the edges that were incident on eitheor As.

We continue until there is no reducible wavelength pair. It
is clear that the maximum number of iterations is bounded by V. BOUNDS
the number of multicast requests, since initially the numbg\r_
of wavelengths is equal to the number of multicast requests,

and each iteration reduces the number of wavelengths by onel© get & lower bound on the total number of ADMs
required, we consider each node of the network separately.

We look at all the multicast requests having network nbde

arcs = ;

Lower Bound

Algorithm 1 Minimizing ADMs {0,..., N —1} as either the source or one of the destinations

Require: GraphG = (V, E) and for everyv € V, setS, as and try to use as few ADMs as possible on the network node
described in Section III-B. i to support these requests. To do this we construct graph

Ensure: min, ey Zi|UU€C§, Sol G; = (Vi, E;) whereV, = {v € V : i € S,} is the set of

whereo = {Cg,C?,...} is a valid partition of vertex vertices corresponding to multicast requests having network
setV as described in Section I1I-B ard is the set of all node: as source or one of the destinations and there is an edge
such valid partitionings. vju, € F; if and only if the corresponding multicast requests

1: Construct grapt (0) = (A(0), L(0)) with A(0) = V and R; and R, share some fiber. Nowr; is exactly G[V;], the
evaluate the edge weight$)\; \;) for every edge\;\; € subgraph induced by vertex sgt C V' on contention graph

L(0). G described in Section IlI-A. Lef; be the chromatic number
2. condition < TRUFE of graphG;. Since all the requests represented by the vertex set
3: while condition is TRUFE do V; have network node as either source or some destination,

4:  Determine the reducible wavelength pair= A\, A3 € nodei must have ADMs corresponding to all the wavelengths
L(n) having the largest edge weight among all then which any of these requests are groomed. So in order to
reducible wavelength pairs. If there are several sucise the minimum number of ADMs at nod€irrespective of
pairs \;, A;, then select one with minimum value ofthe number of ADMs required at other nodes), we need to
|Sx, U Sy, |. If there are still ties then pick any of thegroom the traffic requests represented by vertexi5ein as

possible choices randomly. few wavelengths as possible. Using the argument from Section
5. if 3 suchx then llI-A, the set of multicast requests that have network nbee
6: Construct graphH (n + 1) from graphH(n) as de- either the source or a destination must be spread over at leasf
scribed in Section IV-B and update the edge weight %1 wavelengths, and hence there must be at least this many
7. else DMs at nodei. Now applying a similar lower bound on the
8: condition <= FALSE number of ADMs required at each node of the network, we
9. end if see that the total number of ADMs required in the network is
10: end while at least as large ab given by
N—-1
. . . _ Xi
Note that the circular arc graphs form an intersection L=Y" {gw (4)
=0

class of graphs [27] and are therefore closed under induced

subgraph [27]. Also, as described in Section llI-A, gragh where N is the number of nodes in the SONET ring anés

belongs to the family of circular arc graphs, so any inducefle grooming ratio. Thus (4) gives a lower bound on the total

subgraph of grapltz is also a circular arc graph. And sincenumber of ADMs required in the network.

coloring circular arc graphs is NP hard, to check whether A5 noted in Section IV-B, the class of circular arc graphs is

an induced graph of graply' is g-colorable or not (this is closed under induced subgraph. Also, as described in Section

what we need to check in order to determine whether a glVﬂ[lA7 graph G be|ongs to the class of circular arc graphs_ So

wavelength pair is reducible or not) is also NP hard. So instegfk subgraptt;, induced on the grapt’ by the vertex se/;

of doing this we color the induced subgraph using Tuckers also a circular arc graph. And, although it is NP complete

algorithm for coloring circular arcs [23] and see if we neegh determine the chromatic number of a general circular arc

more thary colors. Clearly this is sub-optimal but we use thigraph, as described next, the chromatic numpeof graph

since in general Tucker’s algorithm gives a good bound on e can be easily calculated.

chromatic number. Figure 3 shows all the multicast traffic requests that pass
The complete heuristic is given as Algorithm 1. through network node. The solid arcs correspond to the
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requests that contain nodas source or one of the destinationslere k; is the number of multicast sessions that have node
and the dotted arcs represent the traffic requests that pass either source or some destination. When graghsire
through node but do not contain it as source or a destinatiodense (which is the case in Section VII as well as the case
Of these, leta; be the number of requests that contaias in most of the interesting examples); ~ k;. Now it is easy

an intermediate destinatiof; be the number of requests thato observe that the expected value of the approximate lower
containi as the final destination ang; be the number of boundL is given by

requests that containas the source. Clearly in the graph, N_1 N_1

the traffic requests represented by the vertexsebrrespond (f) = E[ Z Fﬁ—‘ ] — Z ]E[ VZ-‘ ] =N E[ V-‘ ]

to the solid arcs and thereforle = «o; + 8; + ;. Let us o | 9 ‘=0 g g

look at graphG; = (V;, E;) instead of graphG;, where (7)

éi is the subgraph induced on graph (or equivalently on Here for the third equality we are using the fact that in any
contention graphG) by the vertex setV/; representing the multicast session, nodes are selected with equal probability,
requests that either have network nades source or the final and hencet;’s are identically distributed. So we can drop the
destination, i.e., we are removing the nodes corresponding subscripti and assume that the number of multicast requests
to the requests that contain network nades an intermediate that havei as either source or some destination is distributed
destination. Now grapld?; is aninterval graph[28] and we according to random variable.

know that for interval graphs the chromatic number is easily To get an estimate di(L), we first observe that
computable and is equal to the maximuvidth of the graph k k k

[29]. Here the width of an interval graph at some point is E[*] < E[ {-H < E[* + 1] (8)
defined as the number of arcs overlapping at that point. Also it g _g ) g ) )

is clear that if vertex, € V; and vertex € Vi\f/z‘, thenu and Also, the number of multicast sessions select_mg.a particular
v can not have the same color (since requests correspondﬁ?éwork node as source or one of the destinations can be
to verticesu andv share some fiber in the network). Therefor&/rtten as

the chromatic numbey; of graphG; is given by k=ao+ar+ - +rm ©)

where random variable; takes valuel if the ¢-th multicast
sessionR; selects the node under consideration as source or
wherew; is the maximum width of the interval gragi; and ©ne of the destinations artdotherwise. Now we can evaluate

a; = |V; \ V;| is the number of traffic requests which contaife(k) as

Xi = Wi + (%)

i as an intermediate destination. M—1 M—1
During our simulations presented in Section VII, we observe E(k) = Z E(x;) = E(E(x;|2;))
an interesting property of the lower bound presented above. i=0 i=0
It seems that the lower bound given in (4) does not depend Moo ] Ml M
on the number of nodes in the ring. To explain this, we try to =Y E[Nl] = > E(z) = N HF (10)
calculate the expected value of the lower bound for grooming =0 =0

M multicast traffic requests on a SONET ring haviNghodes  Here the third equality follows from the fact that given
and grooming ratiog. Let z; represent thesize of the i- (the size of sessio®;), the random variable; is distributed
th multicast sessiorR;. Here by the size of a session, weaccording to a Bernoulli trial with probability of success=
mean the total number of source and destination nodes 3 Now (10) gives us

that session. Therefore, the size of sessidn(represented

by vertexv; € V) is given byz; = |S,,|. For the purpose of E[ﬁ] = % (11)
our simulations (and hence for this analysis), we assume that g g

the multicast session sizeg, z1, ..., za;_1 are independent and i M

and identically distributed according to some cumulative dis- E[; + 1] = Niﬂgf +1 (12)

tribution function 7 having meanur. We also assume that ) )
the nodes (acting as the source or any destination) in ad§ing equations (7), (8), (11) and (12), we can easily bound
multicast session, are selected randomly and uniformly frof€ required expectation as

all the nodes of the ring, i.e., for every multicast requBst Mur A Muyr

(represented by vertex, € V') having sizez;, the probability g <E(l) < g tN (13)
that nodej € S,, is equal to%: for everyj € {0,..., N —1}.

. S ow if M N (which is the case in Section VII
Moreover, the selection of source and destination nodes of | . . Hr/9 > (
. : ; . : angd is typically the case), then from (13), we note that the
different multicast sessions is assumed to be independent_ o .
each other expected value of our lower bound can be approximated by

. o . M px/g, which is independent of the number of nodes in the
We first note that even though it is hard to estimate t ﬁﬁg. It should be clear that this is mainly because our lower

2nggig vslu:o?ftht:?olllgwer: Eozggénweh'iznaes::)mﬁzté Bund looks at each node of the ring in isolation. If we start
tr?(glower \l;omljjnd wing function wht pproxi éonsidering pairs (or triplets, etc.) of nodes at a time then our

q bound will depend on the number of nodes in the ring. But it
I = Z Fﬂ (6) is not trivial to extend the given bound and for the purpose of
19 our discussion the given bound suffices.
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B. Upper Bounds Let z,,, be the average size of multicast sessions, i.e., let

Now we investigate some upper bounds on the number of N—1
ADMs required in the network. We study the upper bounds Z ki = zaugM (21)
for the worst case and two very simple algorithms. i=0

;) Worst Case:The maximum number of ADMs is ré- Now (18), (20) and (21) give us
quired when we use a different wavelength for each multicast
request, i.e., we do no traffic grooming and wavelength reuse. , Zf\i’ol ki 12 Zf\;’ol Xi
In this case, the number of ADMs requiréd,., is given by Algo—a = N"| =="—| < N | —=="="—

9Zavg 9Zavg
N—-1 N-1
Upe = ijl (14) SN/Z ’VXZ—‘ =NL<NL (22)
1=0 =0 9

whereN is the number of nodes in the SONET ring dads  The second inequality holds because of the fact thaf >

the number of traffic requests having network nédes source 2. This is true since every multicast session has at least one
or one of the destinations. Thus (14) gives an upper bound &\ rce and one destination.

the r_lu_mbe_r of ADMs required. _ _ _ Note that if we further assume a large enough average
Trivially in (5), the value of maximum widthu; is lower multicast session size, then we can show a better upper bound.
bounded by More specifically, we can show the following
w; > max{ﬁh ’Ya} (15) N—1 , N—1
. < N’ inzo Xi < N 222':0 Xi
Now using (5) and (15) we get Ualgo-a < < + Zavg
9Zavg Zavg g
Xi > o +max{f;,7;} (16) _ IN' Nz—:l Yi , 2N’ N1 Yi .
< SN <= ||+ N
We also know that Zavg | =5 9 Favg o | 9
ki = o + Bi + i 17 2N’ ey 2N’
e SRR
Using (16) and (17), we can easily show that Favg i—o 19 Favg
2N
ki=a;+ B +vi < a; + 2max{8;, v} < (z +1> L (23)
< 2o + max{fi,7}) < 2y (18)

Here the last inequality is due to the fact that if nadets as
Now (18) and (14) give a source or a destination for at least one multicast request, then
N1 N1 N1 the graphz; has at least one vertex and therefgge> 1. Now
Upe = Z k; < Z 2vi < 2g Z Fﬂ =2¢gL (19) oObserving thatthere a®’ such nodes, we g@f:{)l Pﬂ >
i=0 i=0 i—o 19 N'.

This means that any sort of wavelength assignment (andSO the simple heuristic of routing any traffic requests
traffic grooming) solution is an approximation algorithm wittPn the same wavelength is an approximation algorithm with
approximation ratic2g. An interesting observation is that in@Pproximation ratiaV. And if the average session sizg,, >
case of no groomingg(= 1), any wavelength assignment will 71, then, for the same heuristic, we can get a better
be within twice the optimal as far as the number of ADM@pproximation ratio equal td + %
required in the network is concerned. 3) Algorithm B: Another simple heuristic is that we try to

2) Algorithm A: Another interesting bound that we con-use the minimum number of subwavelength channels for all
sider is for the simple heuristic in which we randomly groughe traffic requests and then we randomly compjirsebwave-
the traffic requests into clusters @fequests each. We assuméength channels into one wavelength. So now we may have
that requests in a particular cluster are routed on the samere thang requests in one wavelength. This is equivalent
wavelength. This is clearly possible since we are providingta coloring the graphG: described in Section IlI-B using
separate subwavelength channel for each traffic request. THe® minimum number of colors and then groupingolors
we assume that each network node that acts as a sourcésgbwavelength channels) together to form one wavelength.
destination for some multicast request is provided with dret the chromatic number of gragh be x. As mentioned in
ADM for all these wavelengths. Note that if network node Section IlI-B, G is a circular-arc graph and therefore it can
does not act as source or destination for any multicast requést,colored by Karapetian's algorithm [26] using at mps |
ie., ifi ¢ S, for everyv € V, then since no traffic is being colors. Again, as fordlgorithm A, the maximum number of
added or dropped df there is no need to equipwith ADM  ADMSs required by this technique is when each node that acts
on any wavelength. LelN’ denote the number of nodes tha@s a source or a destination for at least one multicast request,
act as source or destination for at least one multicast requésprovided with an ADM for all the wavelengths. The number
Clearly N > N’. Now the number of ADMs in the network of ADMs is given by

is given by u PXJ
Uaigo—a = N’ {gw (20) Unigo- = N’ {ZW (24)
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Now if all the sessions are multicast with size at least where L3 is another lower bound on the number of
Zmin, then the minimum number of ADMs required for each  required ADMs given by
wavelength isz,,;,. Hence a lower bound (other than our

/
primary lower bound. given in (4)) on the number of ADMs Ls = max{Ly, N'} (35)
required in the network is It should be clear thaks is a valid lower bound because
X L+ is a lower bound and since we need at least one ADM
Ly = zmin { -‘ (25) on all N’ nodes that act as a source or a destination for

at least one multicast requesy, is also a valid lower

Using equations (24) and (25), we see that bound on the number of ADMs required in the network.

Utoopg = N’ L%XJ < N 2x <on' | X From equations (31) and (34), we observe that the algorithm
9 g |~ g~ g has an approximation ratlém Also note that this
2N’ IN approximation ratio is better than the prewously computed
2 —Ly < - L, (26) approximation ratio of2%- wheneverz,,;,, < ¥
So the approximation ratio of this simple algonthmi# VI. COMPLEXITY ANALYSIS

We can arrive at a different (better in some cases) approx-

imation ratio by following a separate line of analysis. Let !N this section we present the complexity analysis for our

Y graph based traffic grooming heuristic presented in Section
e 2Zn+o+e (27) Iv-B and the two simple schemes presented as upper bounds

. o for the grooming problem in Section V-B.
wheren is a non-negative integes,€ {0,1} and0 < e < 1.

From (25) and (27), we get

A. Algorithm A
Lo = zmin [2n 40 + €] = zmin(2n + 0 +[e])  (28) Algorithm A described in Section V-B.2 starts by randomly
Again from (24) and (27), we get grouping the given traffic requests into clusters of gizach.
3 This clustering require® (M) steps and we ge{tﬂw clusters.
N 15X/ /[ 3X g
Uaigo- = N y <N LJ Let the clusters be&, ..., Crq_,. All the traffic requests
in cluster C; are routed on vfavelengthi, therefore the set
=N’ [3(%_‘_54_6)-‘ of network nodes which should be equipped with ADM on
2 5 wavelength); is given by
€
< (e[ 25 (29) s.= s, (36)
Now only the following two cases are possible. Vs
e d+e=0=>0=€=0 There are{%J clusters containing; traffic requests and
In this case, from (28), the lower bound becomes %1 — | X} clusters containing/ mod g traffic requests.
Ly = 2nzpmin (30) Since S, C N — 1} for everyv € V, the number of
And from (29) and (30), we get steps required for evaluating,, according to (36) isVg if
3N clusterC; containsg requests andv (M mod g) if it contains
Uaigo—p < 3nN' = — Lo (31) M mod g requests. So the total number of steps required for
St es0 Fmin determining the placement of ADMs at each network node on
In this case, from (28) we get all the wavelengths is
M M M
Lo = zmin(2n+ 6 + [€]) > zmin(2n+ 1) (32) {gJ Ng+ <{g—‘ — {gJ) N (M mod g)

And from (29), we get M
§+e —{JNQ—FN(Mmodg)—NM 37)
g

UAlgo_BﬁN/ (37L+3’7 —‘>N’(3n+3) (33)

Therefore the overall complexity of Algorithm is O(NM).
where the second equality is based on the fact that since
de{1,0},e€[0,1)andd+€¢>0,0< d+¢€ < 2. Now B. Algorithm B

using equations (32) and (33), we get ) _ _ _ i
Algorithm B described in Section V-B.2 first colors the

!/ !
Usigo—p < 3NV 2n+1) + 3N contention grapld defined in Section IV-B using Karapetian's
32N’ AN 2 algorithm [26]. This require®)(M?) time. The total number
< Lo+ of colors used is upper-bounded byax{x, M} wherey is
Qme 2 the chromatic number of grapf. The the colors are then
<2 ( + 1) Ls randomly split into groups of sizg. Based on these grouping
Zmin the given traffic requests are partitioned into clusters such
<3 < n 1> I. (34) that the cluster corresponding to a particular group of colors
- Zmin 3 contains all the traffic requests that were assigned colors from
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Fig. 4. ADMs required by Algorithmd, 2, A, B and lower bound..

that group. This clustering can be doneGi{M) steps. Let off by assigning a different wavelength to every traffic request.
there beK such clustergy,...,Cx_1. Let the number of In each iteration on the heuristic, we update the wavelength
traffic requests in clustef; be g;. All the traffic requests in assignment by first determining the best (as described in
clusterC; are routed on wavelengtky and the set of network Section IV-B) reducible wavelength pair and then assigning
nodes which should be equipped with ADM on wavelength all the traffic requests on the two wavelengths to a single
is given by (36). As argued above in the complexity analysis @favelength. We continue to update the wavelength assignment
Algorithm A, the number of steps required for evaluatifig iteratively till there are no more reducible wavelength pairs
is Ng;. So the total number of steps required for determininigft. The wavelength assignment after completingteps of

the placement of ADMs at each network node on all thie heuristic is maintained as gragh(n) = (A(n), L(n))

wavelengths is where the vertex set represents the set of wavelengths. For
K1 K1 each wavelength\; € A(n) we maintain S,,, the set of
Z Ng; :NZ gi=NM (38) network nodes which act as source or destination nodes
i—0 i—0 for any multicast session being groomed on wavelength

Therefore the overall complexity of Algorithd is O(N M + Also for every wavelength paid;, A; € A(n), we maintain.
M?). 1Sx; U Sy, 1» [Sx, N Sa;| and whether the wavelength pair is

reducible or not.

C. Heuristic First we study the complexity of the + 1-st iteration in
Consider the graph based traffic grooming heuristic prédgorithm 1. Since in each iteration we reduce the number
sented as Algorithm 1. As described in Section IV-B, we staof wavelengths byi, |A(n)| = |A(0)] — n = M — n. So the
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Fig. 5. Wavelengths per fiber required by Algorithms2.

number of wavelength pairs to considerﬁi%wi’”’l). Tucker’s algorithm [23] for coloring the circular arc graph
The number of steps required to determine the best reducibliich requiresO(|C; | Cus/?) time. SincelC; | Cupl < M,
wavelength pair is linear in the number of wavelength pairshecking if wavelength paih;, A, is reducible or not takes
After determining the best reducible wavelength pairAs €  O(M?) time. Therefore the number of steps requirea in1-
A(n) we update graphH (n) to H(n + 1) with vertex set st iteration of the heuristic i$M — n — 2)O(N + M?). As
An+1) = (AMn)U{Aas}) \ {Xa, A} where all the traffic already explained after each iteration, the size of the vertex
requests previously groomed on wavelengiisand Az are set of the graph decreases hyso there can be a maximum of
now assigned on the new wavelengths. As explained in M — 1 iterations. Hence the iterations in the heuristic require
Section IV-B, we need to computgy,, = Sx, US\, and O(M?(N + M?)) steps.

for every other wavelength; € A(n+1) we need to evaluate  Now we count the number of steps required to initialize
ISxas USx:ls [Sx,5 9| and whether the wavelength pailthe graphH(0) in the first step of the heuristic. Note that
Aag, Ai is reducible or not. Sincé C {0,..., N—1}forany checking whether a wavelength pair, A, € A(0) is reducible
wavelength\, evaluatingSy,, . [Sx., U Sx;[ and|Sx,, (1Sx.]  or not requiresD(1) steps. This is because every wavelength
require O(NV) steps. For any wavelengtky, let Cj, denote corresponds to just a single traffic request. Again, determining
the set_of traffic requests that are_assigned Wav_ele)ngtﬁ'o 1S\, USy,| and Sy, NSy, | requireO(N) steps. Since there
determine whether wavelength paigg, A; is reducible or not, are M(J\gfl) wavelengths pairs, the construction of graph

we check if we can color grap¥[C; | C, ], the contention H(0) requiresO(N M?) steps.
graph of all the traffic requests that are assigned Wavelengthsl’herefore the overall

Ai OF Mg, using at mostg colors or not. We employ O(M2(N + M?))

complexity of Algorithm 1 is
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VII. NUMERICAL RESULTS as the number of ADMs specified by our lower bouhd
The simulation results comparing the wavelengths per fiber
Since presently there is no other heuristic for groomi%quired by Algorithm1 and 2 are presented in Figure 5.
multicast traffic in unidirectional rings with which we canggch point in the plots is generated by taking an average of
compare our heuristic, we extend the unicast traffic grooming randomly selected grooming problem instances with the
algorithm presented in [1] to the multicast case. We do thﬂéquired parameters.
by simply starting with multicast sessions in place of unicast\we can see from the plots that, as measured by the number
sessions in the circle construction phase. More specificalpf, ADMs required, our Algorithm1 always outperforms
we try to put as many multicast sessions on circles withopigorithm 2. This is true even for unicast traffic (the case
introducing gaps. In [1], the authors do this for unicast sessiogg which Algorithm 2 was designed in [1]). We also note
by assuming each unicast session to e@nectionand then that our Algorithm1 usually requires more wavelengths than
combining two connections with common end points to form|gorithm 2. But the increase in the number of wavelengths
complete circles. After constructing the maximum possiblg never more thag, and is overshadowed by the savings in
circles in this way, they then appl&lgorlthm IV:Construct the number of (more expensive) ADMs.
Circles - Non-Uniform Trafficto construct the rest of the Form the plots we also observe that of the three grooming
circles. Each circle here corresponds to a subwavelengéhemes presented in this work, our graph based grooming
channel. After all the connections have been assigned H8uristic (A|gor|thm1) a|Way5 Outperforms the Simp|e groom-
some circle, the circles are groomed into wavelengths. In aug from Section V-B (AlgorithmsA4 and B). And among
extension of this algorithm, we consider multicast sessionstfge two simple schemes, Algorithi® always outperforms
be the starting connections and construct the circles in exaclijorithm A. We can justify this trend in the light of the com-
the same way. After we have the circles, the circle groomirgexity analysis of the three schemes presented in Section VI.
heuristic is exactly the same as in [1]. We refer to our heuristissuming that the number of traffic requests to be groomed
asAlgorithm 1 and this extended heuristic &dgorithm 2. is much larger than the number of network nodes (which is
We evaluate the performance of both Algorithrhsand usually the case and is true for our simulations as well), we
2 in terms of the number of ADMs required. For a morgbserve that based on their time complexities, Algoritdm
complete picture, we also compare the performance of baghthe simplest, Algorithmi is the hardest and Algorithni
the heuristics to our lower bound as given in equation (4)es somewhere in-between the two. Since we get what we
Since the number of wavelengths required also contributesgay for, the relative performances of the three schemes is as
the network cost (albeit, not as much as the ADMs), we algxpected. Although not presented in the plots, the number of
compare the wavelengths required by the two heuristics. R@avelengths required by Algorithmd and B are also very
the sake of completeness we also compare the two simpigilar to that required by Algorithm$ and 2.
multicast traffic grooming schemes presented as Algorithm  Also from the plots, we can see that the lower bouhd
and Algorithm B in Section V-B. given in (4) tracks the performance curves of the heuristics as
We identify the problem of grooming multicast traffic orwe vary the grooming ratio, the number of sessions or the size
unidirectional rings by the five parameter$; M, g, z,.:, and of sessions. This suggests that the bound tracks the changes i
Zmaz- Here the parameterd, M and g denote the number these parameters quite well. But we observe that this is not so
of nodes in the ring, the number of multicast sessions and tihethe case of the size of network. This is consistent with our
grooming ratio respectively. Parameteys;,, andz,,., denote discussion in Section V, and it is easy to verify that the value
the minimum and the maximum possible size of the multicast the lower bound (averaged ov2e runs) closely matches
sessions. For the purpose of simulation, while generatingoar estimate given in (8).
multicast session, each node is given equal probability of being
selected as the source. The size of each multicast session is VIl ConcLusioN
selected uniformly fronme,,:,, t0 zmas. After the source node  In this paper we have studied the problem of grooming non-
and the sizez of the multicast session are fixed, destinatiodniform multicast traffic on a unidirectional SONET/WDM
nodes are selected such that every subset ofzsizé of the ring. We consider two different costsi) (humber of wave-
remaining N — 1 nodes (since one node has already bed@ngths andi() number of ADMs. We observe that minimizing
selected as the source) has equal probability of being e number of wavelengths can be modeled as a standard arc-
destination set. graph coloring problem. We then give a graph based heuristic
For simulation, we consider a nominal ring network havinfp" minimizing the number of ADMs. Based on extensive
10 nodes80 multicast sessions, with each session size selecfiflulations we observe that our heuristic performs better
uniformly between2 to 8 and having grooming ratid. We than the multlc_as_t exten_smn qf the_ best known unicast traffic
study the performance of both the heuristics by varying o@§00ming heuristic for rings given in [1]. We also develop a
parameter of the problem at a time in this nominal networlwer bound for the problem and look at some interesting
More specifically, we vary the grooming ratio frotnto 6, relations between the lower bound and a couple of upper
the network size (number of nodes in the network) frem bounds.
to 16, th_e numb_er of multi_cast sess?ons fraio to 100_ and REFERENCES
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